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Overview­
Research in Communications 

This is the second of two volumes on the history of research at Bell 
Laboratories* from 1925 to about 1980. The first, subtitled Physical Sciences 
and published in 1983, recorded the important achievements of Bell Labs 
scientists in physics and in materials research. The present volume describes 
research in communications. 

Designing and building a telecommunications network for the nation 
has been a task of almost overwhelming complexity. It has occupied many 
thousands of engineers and scientists at Bell Laboratories, as well as their 
associates at AT&T, Western Electric, and the various operating telephone 
companies. By contrast, the number of people involved in communications 
studies and experiments in the research organization of Bell Laboratories 
has been very small. Nonetheless, the work chronicled in this volume 
testifies to the profound impact of these researchers on the course of 
communications history. Included are a number of brilliant individual 
achievements, such as the conception of information theory by C. E. Shan­
non, as well as a number of extended efforts embroidered by a succession 
of researchers, such as the evolution of pulse-code-modulation transmission. 

Communications research in the Bell System predated the formation 
of Bell Laboratories in 1925. By that time, many of the mathematical 
foundations for communications had already been firmly laid. Mathematical 
techniques had been applied successfully to the study of the stability of 
vacuum-tube amplifiers, the understanding of sidebands in amplitude­
modulated carrier waves, the investigation of the properties of the ionos­
phere for radio communication, and to other communications studies. 
Acoustics research was also well under way at that time. Theories had 
been advanced on the nature of hearing, and mathematical relationships 
had been derived linking electromechanical and electroacoustical systems. 
These and other research contributions from this early period are described 
in Chapter 10 of the first volume of this series, called The Early Years 
(1875-1925). 

The present volume is divided into 12 chapters, each representing a 
particular broad topic within communications sciences. Some of the chapters 
describe research areas, such as vacuum-tube electronics and waveguides, 
that are no longer active. Other chapters deal with areas that are as active 

• As of January 1, 1984, Bell Laboratories adopted the designation AT&T Bell Laboratories 
in order to dearly show its relationship with AT&T. 
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today as they have been in previous decades, and represent enduring 
commitments to research in the constituent branches of communications. 
Such areas include mathematics, acoustics, visual communications, switch­
ing, and computer science. 

The first chapter covers mathematical research, work that predated the 
formal founding of Bell Laboratories. One of the early problems that con­
cerned mathematicians was t:he study of the properties of modulation. The 
existence of lower-frequency and higher-frequency sidebands when a voice 
band is impressed on a canier frequency by amplitude modulation had 
been established before 192S. The case of frequency modulation was more 
complicated, particularly because of its interrelation with noise. Studies 
by H. Nyquist, with the aim of finding the maximum signaling rate that 
could be used over a telegraph channel of a given bandwidth, led him to 
derive the version of the sampling theorem for which he is famous-that 
reconstruction of a band-limited signal requires sampling at a rate at least 
twice the highest frequency component of the signal. 

The need to maximize the number of channels that can be used in a 
carrier transmission system brought about fundamental investigations of 
networks and filters, and of oscillators with frequency stability of one part 
in a billion. This led W. P. Mason to the study of crystal vibrations and 
the theory of fabrication and control of crystal oscillators. Sophisticated 
network synthesis methods were developed by S. Darlington. The stability 
and feedback problems encountered in multistage amplifiers for very long­
distance transmission with many such. repeating amplifiers were solved 
by H. S. Black with his inveintion of the negative feedback amplifier and 
by H. W. Bode with his fundamental mathematical techniques. 

The noise problems encountered in multiplexed-carrier telephony, when 
wideband amplifiers with inherent nonlinearities serve many channels, 
were solved first by fundamental understanding of Johnson noise, present 
in any electrical resistor, and by S. 0. Rice's classical analysis of the prop­
erties of noise in transmissions signals. 

The most celebrated result of communications mathematics research 
came in 1948 with C. E. Shannon's formulation of information theory. 
Shannon related the information content of a message to the probability 
of its occurrence. Building on this conceptual foundation, Shannon derived 
his famous equation for the capacity of a band-limited communication 
channel-the capacity in bits per second being equal to the bandwidth 
times the logarithm (base two) of the signal-to-noise ratio plus one. Shan­
non's work began an active field of research for mathematicians and en­
gineers around the world; it had a profound impact on the philosophy of 
communications. Shannon's capacity equation represents both a goal and 
an unreachable barrier, and it still motivates engineers more than three 
decades after its derivation. 
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One field of communications systems research stimulated by Shannon's 
work was error-correcting coding. The first error-detecting and -correcting 
codes were credited to R. W. Hamming. A mathematical framework for 
the analysis and synthesis of codes was laid by D. Slepian in his conception 
of linear codes. Later, error-correcting codes were made more practical by 
the invention by E. R. Berlekamp of an efficient decoding algorithm for 
the most important known class of codes. 

Mathematical research was also conducted in statistics. This proved 
important in guiding experimental programs on quality control in the Bell 
System. When modem computers became available in the 1950s, the sta­
tistical methods became especially useful in the analysis of large masses 
of data, such as the measurement of high-energy protons gathered by 
instruments in the Telstar satellite. 

Although most of the research in computer science is described in Chap­
ter 9 of this volume, some important work in the theory of computational 
complexity appears in the initial chapter devoted to mathematics. Numerous 
contributions to the development of a branch of mathematics treating the 
study of inherently intractable problems-NP-complete problems-were 
made by the mathematical research group, particularly by M. R. Garey 
and D. S. Johnson. 

Acoustics research has long been a strength of Bell Laboratories. The 
early work on speech and hearing was led by H. Fletcher. The well-known 
Fletcher-Munson curves summarized· the measurements of subjective 
loudness as a function of frequency for various magnitudes of loudness 
level. This relationship formed the basis for frequency equalization in 
high-fidelity sound systems, and later in stereophonic sound. Studies in 
speech analysis led to the development of a speech analyzer, called the 
vocoder, with the subsequent development of the sound spectrograph, 
which gave a graphic representation of speech spectra in a form that 
exhibited temporal as well as spectral properties of speech components. 
Following that, H. Dudley developed the electrical speech synthesizer, 
named the voder, which was operated from a keyboard to produce rea­
sonably intelligible artificial speech. The voder used a bandwidth of 300 
hertz, thus giving a bandwidth reduction of ten compared to ordinary 
speech transmission. Electrical transmission-line analog models of the vocal 
tract and the inner ear were also developed to give a more quantitative 
understanding of the mechanisms of speech and hearing. 

Acoustics research after 1950 was strongly influenced by the increasing 
availability of solid-state digital computers and the development of tech­
niques for simulating and studying physical systems by numerical methods. 
The use of analog-to-digital converters facilitated the study of many prob­
lems in acoustics, such as reverberation and stereophonic sound, bandwidth 
reduction, and the design of digital equivalents of classical wave filters. 
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Computer simulation became an attractive means for rapidly implementing 
and testing new ideas in speech transmission. Using that method, J. L. 
Flanagan invented in 196!; the phase vocoder for achieving moderate 
bandwidth conservation with good quality transmission, and, in 1967, the 
linear predictive coding (LPC) algorithm was invented by a group of re­
searchers in his department. The LPC algorithm has since provided an 
efficient means for low bit rate coding and synthesis of speech in both 
transmission and computer systems. Digital simulation also greatly facil­
itated acoustic studies in underwater sound, room acoustics, musical 
acoustics, human-machine communication, and automatic speech recog­
nition. 

Picture communication has been another long-standing interest in re­
search at Bell Laboratories. There was a small effort in the field even 
before the formation of Bell Laboratories itself, and, in 1927, H. E. Ives 
demonstrated a television system that stimulated research throughout the 
industry. Successful experiments on television transmission over coaxial 
cables and other lines were performed. M. W. Baldwin's research on the 
perceived sharpness of images as a function of several factors helped to 
establish scanning standards and criteria for transmission of color images. 
These research results wen~ also very useful in the various stages of de­
velopment of the PICTUREPHONE* visual telephone service. 

The large bandwidth required for high-fidelity television transmission 
stimulated research effort on bandwidth compression systems. In the mid-
1940s, the interest in pulse-code modulation (PCM) led to C. C. Cutler's 
invention of differential PCM, which provided a relatively simple and 
powerful way of coding pktures with fewer bits per picture element. The 
next significant steps in picture coding occurred with the selective replen­
ishment and conditional replenishment coding algorithms, in which only 
portions of television framE!S with significant change from previous frames 
need be transmitted. In the 1970s, A. N. Netravali introduced the motion 
compensation algorithm, which provided even more bandwidth compres­
sion by estimating the movement of shaded areas in the picture and trans­
mitting only the diff erencies from these anticipated values. It was then 
possible to transmit conference-quality video using as little as 375 kilobits 
per second. 

Fundamental investigations of the interaction of electron streams in 
vacuum tubes with electromagnetic waves started in the mid-1930s. Such 
explorations became increasingly important for meeting the needs of elec­
tronic amplifiers at higher and higher frequencies. The time of flight of 
the electrons between the vacuum-tube electrodes, space charge, and ve­
locity distribution of the electrons and its effect on noise had to be taken 

• Registered service mark of AT&T. 
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into account. J. R. Pierce's research on electron guns and the reflex klystron 
was an outgrowth of such a fundamental approach. During the war years, 
the work of J. B. Fisk and his group in advancing the understanding of 
the operation of the magnetron, and the design and development of mag­
netrons, stood out as important contributions to the radar program centered 
at the Massachusetts Institute of Technology. The magnetron activities 
decreased after the war, and the researchers in the vacuum-tube electronics 
department concentrated on the traveling wave tube of R. Kompfner and 
J. R. Pierce for the amplification of microwaves. The invention by S. Millman 
of the spatial harmonic traveling wave amplifier and his contribution to 
the understanding of backward-wave amplification opened the way for 
millimeter-wave amplifiers and voltage-tunable oscillators. Interest in re­
search on vacuum-tube electronics decreased rapidly in the late 1950s 
with the development of solid-state amplifiers for millimeter waves. 

Radio research at Bell Laboratories, centered at Holmdel, New Jersey, 
was motivated by the need to provide communications systems over long 
distances and with increasingly greater capacity. This naturally led to the 
exploration of the potentials of higher and higher frequencies where large 
bandwidths were expected to come more easily. Research interests con­
centrated on antennas and related receiver noise and on propagation studies, 
ranging from the shortwave region of the electromagnetic spectrum to 
microwaves and the visible region. The antenna studies led to the design 
of the rhombic antenna for shortwaves and to the horn antenna for mi­
crowaves, as well as to heterodyne techniques for detection of radio­
frequency radiation. Propagation studies led to better understanding of 
the effect of various ionized layers in the atmosphere on radio transmission 
at different frequencies; they determined the effect of rain and fog on 
propagation of different portions of the electromagnetic spectrum and 
helped in the design of appropriate diversity techniques to overcome fading 
at shortwaves. 

An outgrowth of these fundamental studies was the experimental TDX 
microwave relay system of the mid- l 940s for the 4-gigahertz (GHz) fre­
quency region. This prototype system was the forerunner of the popular 
TD microwave system, which was to evolve into a nationwide radio network 
system. The TDX system connected New York and Boston with a pair of 
10-megahertz wideband channels. It went into service on an experimental 
basis in 1947. The first commercial TD system was installed in 1950; by 
1983, 72 percent of the long-haul facilities of the Bell System were provided 
by microwave radio-relay systems. 

Bell Laboratories researchers were also pioneers in satellite communi­
cations. The first satellite transmission experiment, Project Echo, occurred 
as a result of a suggestion by J. R. Pierce and R. Kompfner to the National 
Aeronautics and Space Administration. The Echo balloon was placed in 
orbit on August 12, 1960, and the first message relayed from space was 
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a recorded statement by President Eisenhower, which was transmitted 
from the Jet Propulsion Laboratories to Bell Laboratories. This experiment 
was followed in 1962 by an experimental active satellite system, Telstar, 
which was a large project involving scientists and engineers from research 
and development organizations of Bell Laboratories. The world's first 
transatlantic television transmission was carried on Telstar. It was an exciting 
time at Bell Labs as a new era in communications was begun. 

In mobile communications, propagation studies at microwave frequencies 
were conducted in the early 1950s. A more intensive research program, 
starting in the early 1960s, led to the development of the highly successful 
cellular mobile radio system. Techniques were devised for dynamic channel 
assignment and efficient use of allotted frequency bands to take care of 
short-term statistical fluctuations in communication demands. 

Waveguide research began in 1931 with experiments by G. C. South­
worth, who was then in thie research department of the AT&T Company. 
At that time there was skepticism about whether electromagnetic waves 
could pass through hollow metal tubes and dielectric rods, and whether 
there was any practical use for them even if they could. Southworth's 
initial experiments showed promise, and he transferred to Bell Laboratories 
to continue his investigations. Collaborations with J. R. Carson and 
S. A. Schelkunoff laid an experimental and mathematical foundation 
for modes of propagation in guided media. One of their findings was that 
certain modes could have unusually low losses, with the attenuation of a 
circular waveguide approaching zero in some circumstances as the fre­
quency was increased. This high-frequency characteristic was particularly 
attractive to researchers interested in very large bandwidths at frequencies 
unfavorable for propagation in the open atmosphere. For the more com­
monly used waveguide (i.e., rectangular), where only one electromagnetic 
mode could propagate, the contributions by Bell Labs scientists and en­
gineers were used principally in components for radar and microwave 
radio-relay systems. 

The potential of circular waveguide for large bandwidth fascinated re­
searchers. For exploiting the intriguing properties of this medium, a con­
siderable research effort grew. It was necessary to find a way of propagating 
only a single desirable mode in a waveguide configuration capable of 
propagating more than a hundred modes. Eventually, researchers suc­
cessfully demonstrated thE: engineering and commercial feasibility of this 
ultrabroadband system for long-distance transmission. By this time light­
wave transmission via optical fibers appeared to be a more promising 
alternative, and the work on circular systems was terminated. A study of 
history offers some perspective on the pathways of research; not every 
project ends in changing the face of the world. As this volume attests, 
however, Bell Laboratories can point with pride to the large number that 
have done just that. 
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The history of lightwave communications is of more recent vintage than 
any other chapter in this volume. Early studies in the 1940s and 1950s 
considered optical transmission, but it was not until the proposal by 
A. L. Schawlow and C.H. Townes for an optical maser in 1958 that interest 
built in this field. The potential increase in frequency by a factor of 10,000 
over microwave sources was enormously exciting. Even before the excellent 
propagation properties of glass fibers were realized, Bell Labs scientists 
began to explore the uses of glass lenses and gas lenses for guided optical 
transmission. Work in this area was given a tremendous boost by the 
fabrication of low-loss glass fibers by R. D. Maurer at the Coming Glass 
Company. 

Bell Laboratories research on sources for optical emission resulted in 
the invention of the injection semiconductor heterostructure laser by I. 
Hayashi and M. B. Panish and a light-emitting diode especially tailored 
for optical fiber application by C. A. Burrus. These sources were used with 
optical fibers in both single-mode and multimode applications. Techniques 
for splicing and connecting fibers had to be invented, as well as a family 
of components for lightwave systems, including photodetectors, filters, 
amplifiers, and regenerators. The field of integrated optics was originated, 
and research began on miniature forms of the modulators, switches, filters, 
and directional couplers required in optical systems. 

Although lightwave transmission is still a small percent of the long­
haul telecommunications network, it is clear as this volume goes to press 
that the future belongs to optics. Major optical links have been installed 
on both coasts of the nation, and plans for a nationwide optical system 
are well underway. Optical fibers are prevalent in metropolitan area trans­
mission systems and on subscriber loop carrier systems. Research is ex­
tremely active in optics, and major discoveries seem to occur monthly. 
Thus the present history ends abruptly in midstream with this publication. 
Clearly, a more complete history of lightwave communications is yet 
to come. 

The impact of research activities on the field of switching is probably 
not as profound as in transmission. Nonetheless, a series of experimental 
telephone switching systems was constructed in the research area,. par­
ticularly during the late 1940s and the 1950s, which influenced future 
generations of commercial switches. The advantages to be derived from 
the application of electronic techniques to switching systems were explored 
in the electronically controlled automatic switching system using vacuum 
tubes and high-speed relays. The most famous research system, the ex­
perimental solid-state exchange (ESSEX) system, was constructed in 1959 
by W. A. Malthaner, H. E. Vaughan, and associates. ESSEX used PCM to 
implement time-division switching. Articles about the ESSEX system are 
among the most quoted in switching literature. Eventually the technology 
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begun in ESSEX resulted in the first commercial time-division switch, the 
4ESS* switch, which began service in 1976. 

The fascinating evolution of PCM as a transmission philosophy is the 
principal component of the chapter on digital communication. It is not so 
well known that PCM was the essence of a 1926 patent by P. M. Rainey 
of the Western Electric Company. The credit for the invention of PCM is 
generally given to the 1942 patent of A. H. Reeves of the International 
Telephone and Telegraph Company. Bell Labs early involvement with 
PCM centered about wartime projects, which provided a need for what 
was then an expensive methodology. After World War II, Bell Labs re­
searchers built up a theoretical foundation for PCM. Much of this work 
was credited to W.R. Bennett, while its antecedents were laid in a famous 
telegraph paper by H. Nyquist in 1928. 

In the period from 1944 to 1948 several experimental PCM systems 
were constructed in research. Speech signals were sent from Murray Hill, 
New Jersey to New York City using a 4-GHz radio link carrying 96 PCM 
channels. The technology had been demonstrated, and a theory had been 
elucidated, but, for somEi years afterwards, the researchers were in the 
position of having a solution without a needful problem. Eventually, it 
was realized that an ideal application for PCM was in providing multiple 
channels on a wire pair, and the development of the T-1 carrier system 
was begun. Today such systems are the main intracity links, and digital 
communication is the basis of the information age. Even in a book of 
history, it is hard to realize that at one time the world was all analog, and 
no one could find a use for PCM! 

Though Bell Laboratories is naturally associated with communications 
technology, the contributions to computer science are preeminent. The 
greatest contribution that Bell Labs made to computer technology was, of 
course, the invention of the junction transistor. But that story was more 
properly placed in the companion Physical Sciences volume of this series. 
A pioneering analog computer, designed by Bell Labs scientists for the 
control of antiaircraft guns during World War II, used precision wire­
wound potentiometers and vacuum-tube amplifiers to perform standard 
arithmetic operations. The first binary-relay calculator was designed in 
1937 by G. R. Stibitz. Standard telephone relays were used in the Stibitz 
calculator for binary-to-decimal conversion and for memory. The need for 
calculating complex numbers was met by using two computers, one for 
the real parts of the complex numbers, the other for their imaginary parts. 
Relay computers were also used for applications during World War II and 
for telephone accounting. 

• Trademark of AT&T Technologies, Inc. 
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The rapid increase in the use of computers in the 1950s by Bell Labs 
scientists and engineers brought about the need for acquiring large com­
mercial computers. It also became necessary to get involved in critical 
examination of available software for optimal use of these computers. Not 
surprisingly, Bell Labs computer scientists began developing new pro­
gramming languages suitable for their applications, such as the higher­
level languages called L1 and L2. Disenchantment with the time-sharing 
environment then current led K. Thompson and D. M. Ritchie to invent 
an entirely new computer operating system and a language more adaptable 
to the needs of the great majority of Bell Labs personnel: the UNIX* system 
and the C language. By the 1980s, UNIX systems had become ubiquitous 
throughout the computing world on thousands of machines from dozens 
of manufacturers ranging in size from mainframes to microcomputers. 

Behavioral science research began in Bell Laboratories in 1956; eventually 
it grew into a sizeable departmental effort that attracted outstanding psy­
chologists interested in carrying out research of relevance to Bell System 
needs. Some of the first achievements were in the area of programmed 
instruction and in the basic mechanisms of learning. A notable achievement 
occurred in the early 1960s with R. N. Shepard's development of multi­
dimensional scaling, which was originally motivated by Shepard's desire 
to understand better how people perceive various qualities, or "subjective 
dimensions," of the world around them. Today the techniques Shepard 
and his associates originated are standard approaches in the field of psy­
chology. Other noteworthy contributions from the behavioral science group 
include the invention by B. Julesz of the random-dot stereogram and the 
studies of memory by S. Sternberg and his coworkers. 

The final chapter in this volume describes the history and role of eco­
nomics research at Bell Laboratories. The economics research effort was 
motivated initially by the need to support increasing regulatory activities 
at both federal and state levels. New theories were developed for the 
natural monopoly and for the multiproduct firm. Extensive empirical studies 
were also conducted on both the cost of and demand for Bell System 
products and services. Financial theories were extended to include the 
estimation of risk and return in the financial market, equilibria conditions 
when supply and demand are unequal and may result in unemployment, 
and the economics of innovation in a regulated industry. 

From this wealth of achievements it is not difficult to choose highlights, 
although any such list must be a personal one. For the systems work, one 
might choose the evolution of PCM or the development of the long-haul 
microwave radio-relay system as singular accomplishments of worldwide 
importance. The origin of satellite communications, through the Echo and 

• Trademark of AT&T Bell Laboratories. 
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Telstar experiments, and the first electronic switching experiment, ESSEX, 
are also achievements of the first magnitude that are detailed in this volume. 

In the category of individual contributions of lasting influence, in addition 
to C. E. Shannon's brilliant insight in creating information theory, one 
might begin with the telegraph theory of H. Nyquist, or the discovery of 
negative feedback by H. S. Black, or G. R. Stibitz's implementation of the 
first binary computer. The acoustics field was foreshadowed by H. Fletcher's 
fundamental investigations on speech and hearing and by H. Dudley's 
vocoder, while microwave communications has long been in debt to the 
traveling wave tube work of R. Kompfner and J. R. Pierce. In the more 
modern era of computer science, the creation of the UNIX operating system 
and the C language by K. Thompson and D. M. Ritchie gains more in 
influence with the perspective of each passing day. These are some of the 
great ideas which have shaped the philosophy and technology of com­
munications detailed in this volume. 

R. W. Lucky 
Executive Director-Research 

Communications Sciences Division 
AT&T Bell Laboratories 

July, 1984 
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Chapter 1 

Mathematical Foundations 

of Communications 

The Bell System was a pioneer in industrial mathematics even before its 
mathematics center was created in 1922. That center, comprising initially a 
consulting group working on problems posed by engineers and scientists, brought 
mathematicians together for the first time in an industrial setting. Eventually 
it established its own research programs, initiating studies in many areas of 
telecommunications. Starting with the limited mathematical tools of early te­
lephony, Bell System mathematicians dealt with basic problems in transmission 
and in .switching and forged new tools for dealing with them. New methods 
developed around applications of probability and statistics. As new techniques 
were invented, new fields of study opened up. As modern telecommunications 
evolved, merging with the technology of digital computation and supported 
by advances in a broad range of sciences, mathematicians continued to play 
an important role in the solution of new problems. 

I. BACKGROUND 

1.1 Early Industrial Mathematics-The Mathematics Department at 
Bell Labs 

Industrial mathematics can trace its origins to the earliest days of in­
dustrial research. In 1878, Thomas Edison needed mathematical assistance 
and hired F. R. Upton. 1 In 1897, the Bell System also employed one math­
ematician, G. A. Campbell, and, over the next few decades, built up a 
staff that included a large share of all the mathematicians employed in 
industry at that time. 

Early industrial mathematicians were hired primarily as consultants for 
individual engineering groups. Then, in May 1922, the Engineering De­
partment at Western Electric created a small, separate mathematics section 

Principal authors: E. N. Gilbert, C. L. Mallows, B. McMillan, and A. D. Wyner. 

1 
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to serve the many engineering sections that could not afford full-time 
mathematicians of their own. This mathematics section initially consisted 
of one mathematician, T. C. Fry, with a small staff to assist in computations. 
[Fig. 1-1) In 1925, Fry's section became part of the newly formed Bell 
Laboratories. 

Possibly because the separate mathematics department was an inno­
vation, the organization's function was described in the first issue of the 
Bell Laboratories Record: 

Our Mathematical Research Department is therefore primarily a consulting 
organization, its chief function being to furnish expert advice regarding the 
mathematical phases of the investigations carried on in the laboratories. As 
part of the research organization, it is available to other branches of the 
company as well, and a considerable portion of its activities is devoted to the 
mathematical phases of development problems such as filter design, circuit 
theory, and the apportionment of apparatus in automatic telephone instal­
lations.2 

Fig. 1-1. T. C. Fry (right) watches as J. Smith, one of the five assistants comprising the 
Mathematics Consulting Department in 1925, uses the Coradi Datagraph, an elaborate analog 
mechanism for evaluating an integral numerically. The small department that Fry created 
in 1922 and directed through 1943 evolved into the Mathematics and Statistics Research 
Center of the early 1980s, with 55 mathematicians. 
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In 1925, there were Bell System mathematicians in departments other 
than Fry's, notably Campbell, J. R. Carson, H. Nyquist, E. C. Molina, 
0. J. Zobel, L. A. MacColl, and R. M. Foster. Soon thereafter Fry began 
to enroll other mathematicians, including some from other areas of the 
Bell System. 

In the 1930s, another important innovation occurred-Fry's department 
was no longer exclusively a consulting organization. The change resulted 
from a change in the department's funding. Although part of its funds 
came from departments receiving mathematical consulting servic,es, the 
mathematics department also acquired direct control of a fund of its own. 
Its purpose was explained by Fry in his 1934 annual work authorization. 

The purpose of this case [fund] is to provide for a certain class of mathematical 
activities which are of considerable value in the aggregate, but whic:h indi­
vidually involve such small sums of money or are so definitely exploratory 
in character that it is inconvenient to handle them as separate cases. It is 
proposed to develop more powerful and more economical mathematical meth­
ods for the study of communications problems and to furnish mathematical 
advice and consultation. 

Fry used the adjective "exploratory" to describe mathematical research 
that was not dictated or guided by an engineering department. Many such 
explorations had been performed earlier-Campbell's wave filter rEisulted 
from one-but this 1934 document finally gave them official recognition. 
As more exploratory efforts succeeded, the mathematics department became 
less a consulting group and more an autonomous research unit. At no 
time, however, were a majority of the mathematicians at Bell Labs members 
of the mathematics department. Fry's department evolved to become the 
Mathematics and Statistics Research Center, with about 55 mathematicians 
in the early 1980s. 

1.2 Mathematicians and Engineering 

Mathematicians in the past suffered from an image of impracticality. A 
typical unverified story had two of Edison's mathematicians working all 
night without success to calculate the volume of a light bulb, only to watch 
the next morning as Edison himself solved the problem by measuring the 
volume of water needed to fill it.3 

As their training prepared them to use sophisticated mathematics them­
selves and provided a common language for discussions with mathematical 
consultants, later generations of engineers gained more confidence in 
mathematics as a practical tool. But this training had evolved because of 
the successes of engineering mathematics at earlier times, when mathe­
maticians and engineers received different training and spoke different 
technical languages. These differences (well illustrated by the early history 

TCI Library: www.telephonecollectors.info



4 Engineering and Science in the Bell System 

of Campbell's wave filter, as discussed in section 3.1) posed formidable 
barriers t:o communication. 

Academic credentials a.re not necessarily good criteria for success in 
industrial mathematics because some of the best mathematics has been 
done by people not trained as specialists in mathematics. Molina, to cite 
a notable example, had only a high school diploma. He became a self­
taught expert in probability theory and, after a brilliant Bell System career, 
a professor of mathematic:s. 

In 1941, Fry tried to id1entify mathematicians entirely by the way they 
think: 

The typical mathematician feels great confidence in a conclusion reached by 
careful reasoning. He is not convinced to the same degree by experimental 
evidence. . . . Confronted by a carefully thought-out theory which predicts 
a certain result, and a ca1refully performed experiment which fails to produce 
it, the typical mathematician asks first, "What is wrong with the experiment?" 
and the typical engineer, "What is wrong with the argument?" . . . 

A second characteristic . . . is his highly critical attitude toward the details 
of a demonstration. For the mathematician, an argument is either perfect in 
every detail or else it is wrong. He calls this "rigorous thinking." ... The 
typic:al engineer calls it "hair-splitting." . . . 

The mathematician also tends to idealize any situation with which he is con­
fronted. His gases are "ideal," his conductors "perfect," his surfaces "smooth." 
He calls this "getting d1:>wn to essentials." ... The engineer or physicist is 
likely to dub it ... "ignoring the facts." 

A fourth and closely related characteristic is the desire for generality. Confronted 
with the problem of solving the simple equation x3 

- 1 = 0, he solves x" - 1 
= 0. He calls this "con:serving energy." ... The engineer calls it "wasting 
time."4 

Fry's definition still agrees well with usage at Bell Laboratories and will 
serve for the purposes of this chapter. 

1.3 Early Mathematics 

Before discussing specific examples of Bell System mathematics, it may 
help to survey briefly the mathematical tools of early telephony. A typical 
switching problem might concern the blocking that occurs when all wires 
between two central offices are in use and no more conversations can be 
established between them. An analysis of the problem would require the 
theory of probability. The mathematical theory as presented by Laplace 
(1812) was usually adequate, but the limiting formula of Poisson (1837) 
was also frequently required. Fry reviewed these telephone applications 
of probability in a textbook, published in 1928.5 The modem theory of 
queues 6 is a direct descendant of early work done on telephone switching. 
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Most other mathematical problems concerned transmission of signals. 
The problems were usually reduced to finding the effect of sending a 
sinusoidal signal through a circuit. One could think of speech as being 
decomposed into a sum of sinusoids, and could deduce the effe1:t of a 
linear circuit on speech from its effect on the sinusoidal components. This 
decomposition was implicit even in Bell's early work on harmonic teleg­
raphy. Sinusoidal speech components resembled the waves that appeared 
in ac power engineering and were analyzed by the same means, that is, 
by linear algebraic equations involving complex numbers. The use of com­
plex numbers stemmed from Lord Rayleigh's early studies of mechanical 
vibrations. 7 By 1911, Campbell was able to include sophisticated circuit 
theorems in his definitive paper on complex methods in telephony. 8 

Complex equations describing transmission of a sinusoid were extended 
immediately for more general signals or transients. This extension was 
accomplished by 0. Heaviside's operational calculus, in which each fre­
quency term iw was replaced by a mysterious operator p. Although 
T. J. I'A. Bromwich in England and later J. R. Carson at AT&T managed 
to give rigorous proofs of Heaviside's theorems, operational calculus has 
been supplanted by equivalent techniques using Fourier or Laplace 
transforms. 9 

By modern standards, early research was handicapped by the absence 
of large-scale computing equipment. Mechanical analog integrating devices 
existed. There were also some digital desk calculators, which were at best 
the equal of a modem four-function pocket calculator. Some mathematical 
interest in computing for its own sake is evidenced by a mechanism patented 
by Fry.10 Later, the first large electrical digital computer was designed in 
Fry's department, but that story belongs to another chapter. (See Chapter 
9 of this volume.) 

II. MODULATION 

2.1 Amplitude Modulation 

The idea of modulating the amplitude of an electromagnetic wave in 
accordance with a speech signal originated with Alexander Graham Bell. 
He transmitted speech over a beam of light using his photophone, which 
he patented in 1880. Radio waves, however, offered more promisE! since 
they are absorbed less in the atmosphere than light waves. By 1915, many 
experimenters had produced speech-modulated radio signals. At AT&T, 
experiments were being conducted on transatlantic radiotelephony and 
on multiplexed-carrier telephony, or wired wireless as it was often callled.11 

Most radio experts, including J. S. Stone of AT&T and J. A. Fh!ming, 
thought of an amplitude-modulated (AM) signal as a kind of pure sinusoid, 
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Fig. 1-2. When the voiceband of frequencies (left) is used to amplitude-modulate a carrier 
frequency (C), the double sideband frequency spectrum shown (right) is produced, since 
each sinusoudal speech component frequency, f., generates two additional components in 
the transmitted signal, C - f. and C + f •. 

occupying only a single frequency in the radio spectrum. 12 That view made 
multiplexing seem very attractive; it suggested that multiplexed speech 
channels could be given carriers differing only slightly in frequency without 
causing interference. Actually, carrier frequencies must not be too close 
because modulation spreads radio signals over a band of frequencies. For 
each sinusoidal component of the speech wave, the modulated radio wave 
contains two sideband components, one above the carrier frequency and 
one belo,w it. [Fig. 1-2] The earliest known record of this discovery is a 
notebook entry made in 1914 by C. R. Englund of Western Electric. En­
glund's c:onclusion follows directly from a simple trigonometric identity. 
Neverth1~less, looking bac:k from 1956, the radio pioneer A. A. Oswald 
wrote, "For more than a di!cade thereafter the physical reality of sidebands 
continued to be argued vigorously in some quarters; it was alleged that 
sidebands were merely a mathematical fiction." 13 

2.1.1 Single-Sideband Transmission 

In 1915, H. D. Arnold demonstrated experimentally that an ordinary 
radio rec1eiver could reproduce the voice signal even after the lower sideband 
was removed from the radio signal by filtering. At the same time, Carson 
reached the same conclusion analytically. He realized further that the 
carrier, too, could be removed if an oscillator were built into the receiver 
to generate the missing carrier locally. Carson filed a patent showing how 
to produce a single-sidebailld wave and receive it by homodyne detection. 14 

Using only one sideband ireduced the radio bandwidth by a factor of two 
and savEid the power formerly wasted in the carrier. 15 [Fig. 1-3] 

Filtering was the most obvious way to remove the carrier. Carson's 
patent, however, contained a more clever and effective device, a balanced 
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Fig. 1-3. Single-sideband circuits for transmitter (a) and receiver (b) as adapted from J. R. 
Carson's patent. To conserve power and bandwidth, the balanced modulator mixes speech 
(2) and carrier (1) signals in a way that cancels the carrier and one set of sidebands. A local 
oscillator (3) in the receiver (b) supplies the carrier frequency that was not transmitted. 

modulator in which carrier components canceled out by symmetry. R. V. 
L. Hartley contributed still another way to generate and receive single­
sideband transmission by using a phasing modulator. 16 It employed two 
balanced modulators and networks to shift the phases of the carrier and 
all voice components by 90 degrees. Signals from these two modulators 
were combined to cancel one set of sidebands. Single-sideband transmission 
was adopted in the earliest multiplexed-carrier telephone system of 1918.17 
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For more than half a century it has remained the most commonly used 
method of transmitting spEiech over a narrow band. 

2.2 Frequency Modulation 

The hoipe of reducing bandwidth still further prompted suggestions for 
several fo~quency-modulatilon (FM) systems. These resembled modem FM 
systems, but the frequency deviations were to be much smaller, on the 
assumption that the bandwidth would then be small. However, in 1922, 
Carson showed that frequency modulation produces sidebands, not only 
at the frequencies obtained with amplitude modulation, but also at fre­
quencies i~ven farther from the carrier. 18 Strictly, FM requires infinite band­
width. Around 1939, Carson gave a rough rule of thumb for estimating 
the bandwidth needed for the most important sidebands. According to 
Carson's rule as described by S. 0. Rice, 19 this bandwidth is 2(/m + ilF), 
where fm is the highest frequency present in the modulating speech and 
/lF is the peak frequency deviation. 

Although Carson's 1922 paper correctly criticized FM as a way of re­
ducing bandwidth, it unfortunately convinced many engineers and Carson, 
too, that FM had little promise. In 1936, when E. H. Armstrong of Columbia 
University developed a wideband FM system with great immunity to 
noise, it came as a surprisc~.20

,
21 

Shortly after Armstrong's development, R. Bown produced a simple 
phasor diagram that seemed to show that noise has only a slight effect 
on the zeros of an FM wave. These zeros, which survive the action of the 
FM limiter circuit, are thEi main features used in FM detection. Bown 
showed his diagram to Fry and asked for a more exact analysis. The result 
was a theoretical paper, published by Carson and Fry in 1937, which 
supported Armstrong's contention that the signal-to-noise ratio in the 
output of an FM receiver increases as the frequency deviation, and con­
sequently the bandwidth, of the FM signal increases. 22 

The first studies of noise in FM reception were adequate as long as the 
received noise was weak c?nough to be considered a small perturbation. 
These studies could not explain a curious threshold effectthat was observed 
experimentally. When the input noise power exceeded a certain threshold, 
the output signal suddenly disappeared into the noise. In 1963, Rice de­
veloped a new kind of FM noise analysis that was more appropriate for 
noise levels near the threshold. 23 According to Rice, the main part of the 
output noise occurred in isolated short clicks. The receiver, designed to 
follow the phase of the il:tcoming signal, would emit a click each time 
noise made it slip out of phase by 360 degrees. 

In 1962, D. Slepian shc,wed that this threshold effect, as exhibited by 
FM, is indeed a universal piroperty of modulation schemes that are effective 
in reducing noise. 24 His paper is set within the framework of C. E. Shannon's 
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general theory of communication in the presence of noise, as discussed 
in section VIII of this chapter. 

2.3 Nyquist's Fundamental Transmission Formula 

Telegraphy is a form of amplitude modulation in which the amplitude 
is restricted to two values (corresponding to key on and key off). Con­
sequently, telegraphy generates sidebands. They occupy wider bandwidths 
for faster signaling rates. In the mid-1920s, H. Nyquist studied telegraph 
signaling with the aim of finding the maximum signaling rate that could 
be used over a telegraph channel of given bandwidth. 25

•
26 He adopted a 

generalized model of a telegraph system that has come to be called a pulse 
transmission system. A typical transmitted signal could be any function 
s(t) of the form: 

s(t) = L ak[(t kT). (1) 
k . 

Here /(t) represented a basic pulse shape, ak was the amplitude of the k th 

pulse, and T was the time between pulses. Ordinary de telegraphy fit this 
description if the basic pulse shape /(t) was a rectangular pulse lasting T 
seconds and ak equaled O or 1, according to whether the key was up or 
down for the duration of the k1h pulse. However, Nyquist would allow 
/(t) to have other shapes; indeed, his problem was to design /(t) so that T 
could be as small as possible. Only pulses that occupied the band from 
0 to W cycles per second, hertz (Hz), were allowed. Because of that re­
striction, arbitrarily narrow pulses could not be achieved. With a given 
pulse /(t), T could be reduced only to the point that successive pulses 
overlapped and caused serious intersymbol interference. 

Nyquist concluded that the pulse rate 1/T could not be increased beyond 
2W pulses per second, a rate now called the Nyquist rate. Moreover, the 
Nyquist rate could be achieved by using a pulse with the shape /(t) 
= (sin 21rWt)/(21rWt). With this pulse, errors from intersymbol interference 
could be avoided completely by using a new system of detection based 
on measuring samples of the received waveform s(t) at the discrete times 
t = k/(2W). These conclusions contradicted a prevailing opinion that an 
ideal telegraph wave should approximate a sinusoid of frequency somewhat 
less than W. Since 1900, that idea had led to proposals for sine-wave 
telegraph systems. 27 Nyquist was able to show that they had no special 
merit. They were included in his theory by taking /(t) to be a half cycle 
of a sine wave. 

Nyquist's analysis applied to an ideal channel, producing infinite at­
tenuation at all frequencies outside a band of width W. It was pres111med 
also to apply approximately to real channels, producing merely large finite 
attenuation outside a nominal band of width W. However, using the ideal 
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channel as a model for r1~al channels introduces some subtle difficulties. 
These were reviewed in a 1976 paper by D. Slepian.28 L.A. MacColl seems 
to have been the first to suspect trouble. In 1936, he invented a signaling 
system that, in principle, i;ent pulses over a real channel much faster than 
the Nyquist rate without errors from intersymbol interference.29

'
30 MacColl's 

system would work as long as the pulse f(t) had even a tiny amount of 
energy at frequencies out of the band. The system was not practical because 
very slight interference from other channels or from noise would render 
detection impossible. Thus, although Nyquist's rate remained useful as a 
working guide, there was some doubt about its logical basis. 

Shannon helped to cla1rify the problem. In 1949, he studied signals s(t) 
that were strictly band limited, that is, with zero energy outside a band 
Oto W Hz.31 Shannon considered arbitrary signals s(t), not just pulse trains 
of the special form described by equation (1). Nevertheless, he found that 
s(t) satisfied an identity: 

s(t) = L s(k/( 2W)) sin 211-W(t - k/(2W)) (2) 
k 21rW(t - k/(2W)) 

which is equation (1) with f(t) equal to (sin 21rWt/(21rWt), ak equal to 
s(k/(2W)), and T equal to 1/(2W). Even an analog signal, such as band­
limited :speech, is expressed by equation (2) as a sum of pulses, but with 
pulse amplitudes that may be distributed continuously, instead of discretely 
as in telegraphy. The Nyquist rate 2W appears in equation (2) as the rate 
at which sample values s(k/(2W)) must be measured in order to determine 
s(t). Equation (2) already existed in the mathematical literature and was 
known as the sampling theorem, a formula for interpolating a function 
from sample values.32 Of course, the connection with signal transmission 
was not apparent in that context. 

The s,ampling theorem has the defect that no physical signal has all its 
energy confined to a finite band of frequencies. For example, any signal 
s(t) that turns on at somE! time t0 and vanishes at all earlier times is sure 
to have energy distributed to arbitrarily high frequencies. MacColl's sig­
naling system showed that one can reach radically different conclusions 
depending on whether signals are assumed to be exactly or only approx­
imately band limited. H. J. Landau, H. 0. Pollak [Fig. 1-4], and Slepian 
in 1961 tried to find a precise meaning for the Nyquist rate, even for 
approximately band-limited functions. They considered signals s(t) that 
had all but a prescribed small fraction of their energy contained within a 
frequency band W-Hz wide and also had all but a fraction of their energy 
contain1~d within a time interval T-seconds long. Very roughly, the con­
clusion was that for large T, these signals can be specified by 2WT inde­
pendent parameters. 33 That number is just the number of Nyquist samples 
in a T-second interval, although the appropriate parameters are no longer 
the samples s(k/(2W)). 
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Fig. 1-4. H. 0. Pollak, who served as director of the Mathematics and Statistics 
Center at Bell Labs for over 20 years. He is a mathematical analyst with a variety 
of contributions to probability and signal theory. 
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In 1967, Landau returned to the sampling theorem for functions strictly 
limited to frequencies in a band of width W. He showed that in order for 
such functions to be reconstructable from their samples so that small errors 
in the samples produce only small errors in the reconstruction, the sampling 
instants must be distributed with a rate at least 2W per unit time. This 
work formed the basis for understanding the fundamental limits in analog­
to-digital conversion. 34

,
35 

III. NETWORKS 

A wave filter is an electrical circuit designed to pass signals of desired 
frequencies and reject others. Its use dates from around 1915 and the 
beginnings of frequency-multiplexed telephony, in which a single radio 
channel carries many simultaneous amplitude-modulated speech signals. 
To receive one multiplexed speech signal, a wave filter is used to pass one 
set of sidebands and reject those of the other speakers, in somewhat the 
same way that a radio receiver tunes in a single radio station. Because 
telephone wave filters are often complicated as well as very useful, much 
of the research on electrical networks has been concerned with wave filters. 
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The early history of the wave filter illustrates the communications gap, 
mentioned in section 1.2, that once existed between engineers and math­
ematicians. G. A. Campbell invented the wave filter before 1910, but 
its patent was delayed several years because Campbell's mathematics did 
not convince his patent attorney that the idea was novel, usEiful, or even 
correct. The attorney, T. D. Lockwood, was general patent attorney of 
AT&T and a well-known inventor, author, and lecturer on engineering.36 

Even J. J. Carty, chief engineer of AT&T, who agreed that thie wave filter 
would work, wrote (in a letter to Lockwood) in 1913 that the patent 
application "should be dropped on account of its slender novelty and 
doubtful patentability." Two years later the need for wave filters in mul­
tiplexing became apparent and two patents were filed. 37

•
38 They were 

granted in 1917 and were indispensable for the development of long­
distance telephony. The problem of making wave-filter theory under­
standable was solved with some help from J. Mills, an engineer with a 
flair for writing. Mills, who later became the first director of publications 
at Bell Laboratories, managed to assimilate Campbell's mathematics and 
rewrite it into a memorandum that was more understandable to the other 
engineers who were developing the multiplex system. 

3.1 Electrical and Mechanical Filters 

In the 19th century, Lord Kelvin and Lord Rayleigh both noted an 
electromechanical analogy, that is, a correspondence between the equations 
for mechanical vibrations and those for electrical oscillations. 39

•
40 When 

electrical theory was in its infancy, the electromechanical analogy was 
used to reinterpret well-known mechanical results as statements about 
electrical networks. By the 1920s, however, electrical theory had long 
outgrown its dependence on mechanics. It contained many miw ideas that 
had originated in a purely electrical setting. The electromechanical analogy 
could now be used in reverse to make mechanical applications of new 
electrical theory. The electrical device that found the most mechanical 
applications was Campbell's wave filter. 

The mechanical phonograph contained a speech transmission channel 
between the vibrating needle and the horn radiator. As early as 1915, 
H. D. Arnold recognized that phonographs resembled telephone trans­
mission circuits and suggested that electrical theory might be applied, using 
the electromechanical analogy, to improve the mechanical phonograph. 
This task was later undertaken by J.P. Maxfield and H. C. Harrison and 
completed by 1926.41 Using an electrical filter as the model for the me­
chanical pickup design, they obtained a response that was constant within 
a few dB from 120 to 4000 Hz, a radical improvement over e>dsting phon­
ographs. [Fig. 1-5] Their design was licensed to the Victor Talking Machine 
Company and manufactured under the name Orthophonic Victrola. 
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Fig. 1-5. Electrical circuit equivalents of acoustical components of a phonograph and ex­
ponentially tapered horn. Since mechanical and electrical oscillations satisfy similar differential 
equations, telephone engineers could analyze mechanical problems in terms of equdvalent 
electrical circuits. 

The good bass response of the Orthophonic Victrola resulted from using 
a long, exponentially tapered horn, which was cleverly folded to fit inside 
a cabinet ofreasonable size. [Fig. 1-6] P. B. Flanders solved the mathematical 
problems of horn design, including estimation of the effect of folds in 
the horn. 

An electrical record-cutting head was designed as part of the same 
phonograph study. Again, an electrical wave filter served as a model for 
designing the moving parts of the record cutter. While working on pho­
nograph problems, E. L. Norton discovered his well-known theorem that 
shows that an electrical network with internal sources can be replaced by 
an equivalent current generator. A record groove driving a phonograph 
pickup was analogous to a current generator. 

In 1924, R. L. Wegel and C. E. Lane constructed a theory of hearing 
using a tapered electrical transmission line as a model of the cochlea in 
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Fig. 1-6. A long, exponentially tapered horn, in­
tricately folded into a cabinet of reasonable size. 
This horn was a feature of the 120- to 4000-Hz 
Orthophonic Victrola phonograph. 

the human ear. In 1950, following their model, L. C. Peterson and B. P. 
Bogert built a 175-section electrical filter as an artificial cochlea for use in 
hearing studies.42 [Fig. 1-7] 

Wave filters became linked with mechanical vibrations in an entirely 
different way in 1926, following L. Espenschied's suggestion of using pi­
ezoelectric crystals as fil1ter components. 43

'
44 Piezoelectric crystals vibrate 

mechanically in respons 1e to electri1:al signals. As electrical elements, pi­
ezoelectric crystals are resonant circuits with extremely small damping. 
Because of their small damping, crystals can be used to build bandpass 
filters with unusually sha1rp cutoff characteristics. After 1930, an important 
part of filter research was directed toward incorporating crystals and other 
electromechanical elements into filter structures. W. P. Mason [Fig. 1-8] 
and his associates pion•~ered in the application of specially cut quartz 
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Fig. 1-7. One section of a multisection electrical wave filter connected 
in tandem, representing the electrical equivalent of the cochlea in 
the human ear. 
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crystals for wave filters with highly selective frequency responses and for 
oscillators with frequency stability of 1 part in 109

•
45

•
46 One mathematical 

problem involved studying crystal vibrations to obtain ways of controlling 
a crystal's electrical properties through control of its physical and geo­
metrical parameters. Another problem arose because routine filter design 

Fig. 1-8. W. P. Mason, who invented special-cut quartz 
crystals for wave filters and frequency standards. He also 
conducted fundamental investigations of losses in organic 
crystals. 
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would not ordinarily lead to element values suitable for crystals; new filter 
structures were found that were more appropriate. 

3.2 Network Synthesis 

The earliest network theorems described the action of a given network 
in mathematical terms; that is, they were results about network analysis. 
Doing the reverse, finding some network that acts in accordance with a 
given mathematical description, is called network synthesis. The wave filter 
was useful for certain synthesis problems because there was a large selection 
of standard filters that produced delay, resonance peaks, or attenuation 
bands. These filters could be connected in tandem to synthesize more 
complicated behavior. In 1924, R. M. Foster considered a much more 
general kind of synthesis and proved what is now called Foster's reactance 
theorem. 47 In this theorem, the mathematical description prescribes a re­
actance as a desired function of frequency, X(w). The theorem gives a 
condition for determining whether it is possible to construct a two-terminal 
network, entirely from lossless inductors and capacitors, wi1th the given 
X(w) as its reactance. The condition requires X(w) to be a rational function­
that is, a quotient of two polynomials-satisfying further restrictions on 
its zeros and poles. If the condition is satisfied, a partial fraction expansion 
of X(w) leads to a network realization containing several parallel-tuned 
circuits connected in series. Alternatively, Foster expanded the susceptance 
-1/ X(w) to obtain series-tuned circuits connected in parallel. Related work 
had appeared earlier in publications of Campbell and 0. J. Zobel.48

,
49 In 

1929, T. C. Fry found another method of synthesizing the reactance func­
tion. He expanded X(w) into a continued fraction to obtain a ladder 
network. 50 

Later research generalized Foster's theorem in two directions. First, other 
kinds of elements, such as resistors and transformers, werEi allowed in 
addition to inductors and capacitors. Second, networks with several pairs 
of accessible terminals were considered; Foster's reactance function was 
then generalized to an impedance matrix. A network synthesis method 
then became a general-purpose procedure to design a network, using only 
the allowed elements and having a prescribed impedance function or matrix. 
Important methods of network synthesis were devised by S. Darlington 
[Fig. 1-9] and B. McMillan at Bell Labs, and by many others elsewhere. 51 

Most synthesis methods make free use of the ideal transformer, a fictitious 
element that is only roughly approximated by a real transformer with 
closely coupled windings. R. Bott and R. J. Duffin, at the Cami?gie Institute 
of Technology, succeeded in avoiding ideal transformers, but only for two­
terminal networks. 52 

Network synthesis methods were typically applied to equalizers or to 
networks for miscellaneous uses, such as the 90-degree phase-shifting 
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Fig. 1-9. S. Darlington, who pioneered in the appli­
cation of mathematical techniques to network synthesis. 
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networks used in single sideband. Also, new kinds of wave filters could 
be synthesized as individual large networks instead of tandem chains of 
small networks. Like Foster's reactance theorem, the later synthesis theo­
rems always imposed conditions on the desired network function. ][f these 
conditions were not satisfied, no solution (that is, no network) would exist. 
There was always one condition-the network function must be a rational 
function. Networks were often needed, however, to have network functions 
that were not rational. In these instances, the irrational function had to 
be approximated by a rational one. For example, suppose one wanted a 
network to compensate for losses in a cable. Cable attenuation in decibels 
varies in proportion to the square root of the frequency. A perfect com­
pensator for such a cable would insert gain, in decibels, proportional to 
the square root of the frequency. That gain is unrealizable. However, over 
any finite frequency band of interest, the desired gain can be approximated 
by a realizable gain. Then an approximating network can be synthesized. 

Some of the classical mathematical literature about approximating func­
tions by polynomials was applicable to the network problem of approx­
imating by realizable rational functions. For example, the Tchebycheff 
polynomials are particularly convenient for network approximation prob­
lems. They were studied in that connection by Darlington. 53 
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One novel approximation method used a mathematical analogy between 
the gain function of a network and the two-dimensional potential function 
produced by point charges located at the network's poles and zeros in the 
complex w plane. H. W. Bode used this idea in the late 1930s to design 
phase-compensating networks. The same analogy was used independently 
by W. Cauer in Germany. 54 This potential analog method could immediately 
suggest good approximations for some networks, such as delay networks, 
just from physical intuition about electrostatics. More complicated network 
functions, such as the cable attenuation compensator function mentioned 
previously, could be approximated using an extended theory that Darlington 
developed in 1951.55 

3.3 Digital Filters 

Because linear equations describe how resistors, capacitors, and inductors 
behave, a filter constructed from these elements performs a linear operation 
on an input signal S(t) to produce an output signal r(t). In general, this 
linear operation can be expressed as a kind of weighted average 

r(t) = f'' S(t - -r) k(-r)d-r . 

The weight function k(t), which characterizes the filter in questior1, is called 
the filter's impulse response because the output signal is just k(t) when 
the input signal is a sharp impulse. 

Instead of synthesizing a network to have a prescribed frequency re­
sponse, one can equally well formulate the network synthesis problem in 
terms of finding a network with a desired impulse response k(t). One 
solution approximates the integral for r(t) by a sum 

r(t) = h L S(t - nh)a,. 

where an = k(nh). This sum may be realized by using a delay line, with 
taps at delays 0, h, 2h, ... , nh to produce the delayed signal terms 
S(t - nh) that appear in the sum. Those delayed signals are then attenuated 
by amounts han and superimposed to create r(t). A filter, using a delay 
line in this way, is called a transversal filter, an idea patented in 1935 by 
N. Wiener and Y. W. Lee of the Massachusetts Institute of Technology (MIT).56 

These filters came into widespread use only after improvements in vac­
uum tube and transistor amplifiers made transversal filters convenient to 
build. One of their attractive features is the ease with which the coefficients 
an can be changed to control the filter characteristics. As early as 1950, 
C. E. Shannon had observed the possibility of dynamically vi:lrying the 
coefficients an in the transversal filter to improve performance of the filter 
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during its operation, and experimental adaptive transversal filters we:re con­
structed to perform simple filtering tasks. At about that time, following a 
suggestion of Fry, Shannon and McMillan analyzed an adaptive filter that 
would equalize a transmission line on the basis of the receipt of a single, 
standardized signal pulse. An experimental equalizer was built and tested. 
Other versions of this idea have appeared in quite different conte,cts. 

The maturing of solid-state technology and the high-speed digitail com­
puting that it supports brought the transversal filter into prominence because 
it permits the filtering function to be performed arithmetically. The input 
and output signals are now considered to be discrete sequences of sample 
values S(nh) and r(nh), while the filter action is merely described by a 
linear recurrence equation relating these samples. In this way, a computer 
can act as a digital filter. 

If the output sample r(nh) depends on earlier outputs r(mh) as well as 
inputs S(mh), there is the possibility that this feedback can cause instability 
(see section IV). Also, any digital filtering operation uses compu1tations 
that are subject to round-off error. More serious errors may be caused by 
overload, when some quantity exceeds the range of significant figures 
allowed to the computation. · 

It was discovered experimentally that digital filters sometimes developed 
catastrophic round-off and overload errors, even when designed to represent 
systems that were stable when idealized to purely analog devices (i.e., 
with arithmetic of infinite precision). I. W. Sandberg, 57 D. Mitra, J.E. Mazo, 
and A. N. Willson showed that this'undersirable behavior could be avoided 
by designing the arithmetic devices to behave suitably under overload. 

The coefficients of a digital filter can often be regarded simply as pa­
rameters in a computer program. As such, they can be varied by some 
additional computation using other data (such as the amount of noise 
measured in the filter output, or some other measured departure of the 
filtered output from a previous specified condition). Examples of such 
adaptive filters were analyzed by M. M. Sondhi and Mitra58

•
59 in a series 

of papers. By 1981, adaptive digital filters for telephone application-e.g., 
echo cancellers-had become standard items of commerce. 

3.4 Graphs 

A graph is a diagram consisting of some vertices and some lines drawn 
between certain pairs of vertices. The circuit diagram of an electrical network 
becomes a graph if each resistor, inductor, and capacitor is simply replaced 
by a line. Indeed, for this reason, G. Kirchhoff, who first gave thie laws 
commonly used to analyze resistance networks, also proved many fun­
damental theorems about graphs. 60 

Campbell encountered a graph-theoretical problem in his work Oltl anti­
sidetone telephone subscriber sets (see Chapter 3, section 3.1 of the first 
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volume of this series, subtitled The Early Years (1875-1925)). He patented 
a number of anti-sidetone circuits61 and with Foster published a complete 
set of such circuits in 1920.62 To include every possibility, Campbell and 
Foster had to prepare a catalog of all possible circuit configurations con­
taining the elements of the subscriber's set-that is, the receiver, transmitter, 
incoming ]line, various transformer windings, and a side-tone balancing 
resistor. The circuit diagram for each configuration could be simplified to 
a graph by showing each two-terminal element simply as a line. Then a 
basic part of Campbell and Foster's problem was to count and catalog 
graphs. 

Foster c:ontinued cataloging graphs according to special properties of 
interest in circuit theory. In a paper published in 1932,63 he arranged the 
graphs according to rank and nullity (the numbers of equations needed 
to analyze a circuit in terms of voltages or currents). [Fig. 1-10] Another 
interesting kind of graph, constructed entirely by combining elements in 
series or parallel, was studiled by J. Riordan [Fig. 1-11] and Shannon in 
1942 and by Foster in 1952.64•65 Riordan's book on combinatorial analysis 
includes a large number of other graph enumerations. 66 

Graphs are used in the solution of many different telecommunications 
problems. These problems usually require something other than a catalog. 
Instead of representing simple two-terminal elements, the lines of a graph 

RANK 
NULLITY 

3 4 5 6 

3 ~ 

4 ~ ·® B 

5 A I$!B ❖ * t?J~ril~ 
6 @ ~~~rzJ♦ 18 GRAPHS 

Fig. 1-10. One of Foster's tables of graphs, The graphs are arranged according to rank and 
nullity-Le., the number of equations required to analyze a network of electrical circuits in 
terms of voltages or currents. [Foster, Trans. Amer. Inst. Elect. Eng. 51 (1932): 315.] 
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Fig. 1-11. J. Riordan, an expert in combinatorial analysis-a 
subject that includes techniques for counting configurations that 
arise in telephone probability problems. Riordan authored widely 
used books on combinatorial analysis and queueing theory. 
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may stand for trunks connecting different telephone offices. In 1959, 
E. F. Moore viewed this graph of trunks as a kind of road map or maze 
and gave algorithms for finding a shortest path between two given points 
of a maze. 67 

Graphs also enter into billing problems. A customer who leases private 
lines to interconnect stations in several cities is charged for these lines on 
a per-mile basis. However, this charge is not figured from the actual lines 
physically supplied. Instead, the tariff for this service requires the telephone 
company to draw a kind of road map using minimal total length to in­
terconnect the cities. This graph (called the minimal tree for the given 
cities) becomes the basis for billing. In 1957, R. C. Prim found minimal 
trees by a simple algorithm that is especially convenient for machine com­
putation.68 Earlier algorithms were given by 0. Boruvka in Czechoslovakia 
and J.B. Kruskal at Bell Labs.69'70 [Fig. 1-12] 

The minimal tree has the curious property that adding an extra city can 
sometimes produce a shorter minimal tree. For instance, the minimal tree 
for four cities at the corners of a unit square has length 3.0; if a fifth city 
is added at the center of the square, the length of the minimal tree for 
the five cities is only 2.828. The ability to reduce tree lengths further by 
adding vertices is useful in designing routing or wiring layouts of various 
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Fig. 1-12. "Minimal tree" for interconnecting 48 state capitals, using lines of the minimum 
total length, as required by tariff regulations. J. B. Kmskal and R. C. Prim developed efficient 
algorithms for finding minimal trees. 

kinds. Methods of constructing a minimal length tree when extra vertices 
are allowed were obtained by Z. A. Melzak in Canada and by E. N. Gilbert, 
Pollak, and F. K. Hwang at Bell Labs.71 However, these constructions can 
be very complicated because of the large number of interconnection patterns 
that are possible with extra vertices. 

IV. FEEDBACK 

Feedback is any form of coupling from the output of a power amplifying 
device back to its input. Shortly after telephony began, feedback was used 
to produce test tones. A telephone set with its receiver acoustically coupled 
to its transmitter produces a hum or howl. [Fig. 1-13] The humming occurs, 
in part, because the telephone transmitter is an amplifier; it produces a 
large amount of electrical power for a small amount of acoustical power 
in the mouthpiece. D. E. Hughes described the humming telephone in 
1883. H. Fletcher at Bell Labs explained it mathematically in 1926.72

•
73 

4.1 Feedback Amplifier 

Soon after its invention, the vacuum tube was used not only as an 
amplifier, but also as a generator of electrical oscillations. In fact, high-
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Fig. 1-13. A laboratory signal generator used in early telephony. This 
electromechanical feedback arrangement produces telephone howl or 
hum because the transmitter amplifies. [Adapted from Wright and Puch­
stein, Telephone Communication (1925): 402.) 
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Fig. 1-14. H. S. Black, who invented the negative-feedback amplifier, which greatly reduced 
distortion of signals in transmission applications. 
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gain vacuum tube circuits often oscillated unintentionally because of un­
wanted feedback paths caused by stray capacitive or inductive ,coupling. 
Feedback in telephone amplifiers was a nuisance until 1927, when H. S. 
Black [Fig. 1-14] discovered that deliberate feedback, with proper phase, 
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Fig. 1-15. Circuit diagram (a) and gain curves (b) adapted from H. S. Black's patent 
on the negative-feedback vacuum-tube amplifier. Part of the output signal is returned 
to the input through resistors 1 and 2. Decreasing their resistance increases the feedback 
and improves the frequency response from that shown in curve 3 to the flat curve 4. 
Further increases in feedback produce curves 5 and 6 that peak at a high foequency; 
with still further increases in feedback the amplifier becomes unstable. 
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could flatten the frequency response and reduce the effects of nonlinear 
distortion.74 In presenting Black with the American Institute of Electrical 
Engineers 1957 Lamme medal, the then president of Bell Laboratories 
M. J. Kelly said of Black's discovery, "It easily ranks coordinate with 
de Forest's invention of the audion as one of the two inventions of broadest 
scope and significance in electronics and communications of thie past 50 
years." [Fig. 1-15] 

4.1.1 Nyquist's Diagram and Cauchy's Theorem 

Early feedback amplifiers required careful design if they were t:o remain 
stable. Until the early 1930s, however, stability was not well understood. 
In a fundamental paper published in 1932, H. Nyquist produced an analysis 
of stability.75

'
76 He showed that the net gain of a stable feedback amplifier 

is µ/(1 -µ{3), where µ is the voltage gain of the amplifier and /3 is the 
network gain of the feedback. [Fig. 1-16] Stability is determined by the 
denominator 1 µ{3, which is a function of frequency. Here "frequency" 
is a complex number; complex frequencies are associated with oscillations 
that either grow or decay exponentially with time. If all the roots of 
1 µ{3 0 are at complex frequencies of decaying oscillations, the amplifier 
is stable. Otherwise, it is unstable. To avoid the problem of actually com­
puting these complex roots, Nyquist devised a graphical test based on 
what came to be called the Nyquist diagram, which is a plot, in the complex 
plane, of the path followed by µ{3 as the frequency w varies from -oo to 
+oo. In Nyquist's test, instability or stability is determined merely by 
observing whether the path encloses the point 1. This test answers the 
stability question entirely from the behavior of µ/3 at real frequencies, 
without solving for roots of µ{3 = 1. [Fig. 1-17] 

Before the advent of the Nyquist diagram, H.J. Van der Bijl had analyzed 
some simple vacuum-tube oscillator circuits and determined hoiw much 
tube gain they required.77 Much earlier, E. J. Routh in England gave a 

., 
AMPLIFIER 

NETWORK 

/3 

Fig. 1-16. A basic form of feedback am­
plifier. The gain of this feedback arrangement 
is µeif E = µ/(1 + µfJ)1 whereµ is the amplifier 
gain and fJ is the network gain. 
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Fig. 1-17. Nyquist's amplifier. (a) An adaptation of one of H. Nyquist's patent diagrams 
of a feedback amplifier. (b) The amplifier's related diagram. The diagram is a plot, in the 
complex plane, of the path traced ,out by the complex loop gain µ{3 as the frequency is varied. 
The path encircles the point 1, showing that the amplifier is unstable. The amplifier is unusual 
because it becomes stable if the vacuum tube is replaced by one of higher gain. 

stability analysis for mechanical systems and also studied complex roots.78
•
79 

Routh mentioned a diagram like Nyquist's, but only briefly. He used it as 
a step toward deriving an algebraic test for stability. 

For amplifier designers, Nyquist's diagram has a particular advantage 
over algebraic tests. The amplifier gain enters the Nyquist diagram as a 
simple scale factor. Thus, a. single Nyquist diagram suffices to display the 
stability behavior of a feedback amplifier for all values of the gain. 

For example, it is possible to design an unstable feedback amplifier 
having the property that if the tube gain, µ, is increased enough, the curve 
of µtJ bec,omes magnified until it no longer encircles 1. With enough gain, 
µ, the amplifier stabilizes. Such an amplifier was considered so paradoxical 

TCI Library: www.telephonecollectors.info



Mathematical Foundations of Communications 27 

that, in 1934, E. Peterson, J. G. Kreer, and L. A. Ware built one just to 
demonstrate that it really worked as predicted. 80 

One of the earliest and most basic theorems in the theory of functions 
of a complex variable is Baron A. L. Cauchy's "principle of the argument," 
which provides a way of counting zeros and poles of an analytic function. 
The Nyquist diagram can be derived directly from Cauchy's principle. 
Routh was familiar with Cauchy's principle but Nyquist, who was not a 
mathematician by training, essentially rediscovered it. 

In 1937, T. C. Fry used Cauchy's principle of the argument again to 
invent the isograph, a mechanical analog computer that found zeros of 
polynomials. One such instrument was built by R. L. Dietzold. 81

•
82 [Fig. 

1-18] It plotted curves, like Nyquist diagrams, from which the number of 
zeros contained within given circles in the complex plane could be deduced. 

Fig. 1-18. The isograph, an invention of T. C. Fry, built in 1937 to locate complex roots 
of polynomials. At the top of the machine a pen plotted a curve, like a Nyquist diagram, 
from which one could deduce the number of zeros contained within a given circle in the 
complex plane. 
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In practice, this was rather awkward and the isograph became obsolete 
after G. R. Stibitz invented a general-purpose relay computer (see Chapter 
9 of this volume). 

4,2 Applications of the Feedback Amplifier 

The feedback amplifier was used in network synthesis. As the gain 
formula g = µ /(1 - µfJ) shows, a desired gain function g could be obtained 
by synthesizing a feedback network with suitable fJ instead of synthesizing 
g directly. For example, ifµ is large, g is approximately equal to -1/fJ. 
Then one way to equalize a circuit with transfer function f was to use a 
feedback amplifier, designing the feedback path to have (:J = F. With simple 
capacitive feedback networks, feedback amplifiers became devices to per­
form integration and differentiation, and tq.ey were used in electronic analog 
computers. In addition, they could simulate inductors or circuits containing 
inductors, an important usage after transistors and integrated circuits made 
amplifiers more compact and less expensive than inductors. 

In some applications, feedback was obtained mechanically, by having 
the amplifier drive a motor and taking the feedback voltage from a po­
tentiometer on the motor shaft. These electromechanical feedba,:k amplifiers 
were useful because simple electrical networks could be inserted into the 
feedback loop to obtain desired mechanical behavior. 83 [Fig. 1-19] Elec-

b' 
AMPLIFIER 

Fig. 1-19. Servomechanism producing an electrome­
chanical feedback for controlling the angle y of a motor 
shaft from an input voltage signal x. The potentiometer 
produces a feedback signal ky, and the amplifier drives 
the motor to make x - ky = 0. [MacColl, Fundamental 
Theory of Servomechanisms (1945): 6.] 
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tromechanical gun directors, designed on feedback principles, were a major 
contribution of Bell Labs to the World War II effort. (See Chapter 3 of 
another volume of this series, subtitled National Service in War and Peace 
(1925-1975).) 

4.3 Gain-Phase Integral 

A feedback amplifier ordinarily has large gain around the feedback loop 
in the frequency band of interest. (Otherwise, it would behave essentially 
as an ordinary amplifier.) Outside this band, the designer would like to 
make Jµ/31 fall off sharply in order to arrive quickly at the part of the 
Nyquist diagram where Jµ/31 < 1 and the danger of encircling 1 is past. 
Unfortunately, there is a fundamental limitation on how sharply Jµ/31 can 
diminish. If the loop gain Jµ~I drops abruptly, the phase ofµ~ must change 
so much that the µ~ curve encircles 1 before reaching values Jµ~I < 1. 
Typically, the frequencies requiring close attention (that is, where Jµ/JI > 1) 
extend above the frequencies of actual interest by a large factor. The 
mathematical connection between the gain and phase ofµ~ was discovered 
by H. W. Bode [Fig. 1-20], who followed Fry as head of the Mathematics 
Department in 1944. 

Fig. 1-20. H. W. Bode, who pioneered in 
mathematical studies of feedback and stability 
in amplifiers. 
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Bode derived an integral that gives the phase angle of a certlllin realizable 
network having the prescribed gain lµ/31 as a function of frequency.84 

Actually, many network functions µ/3 can have the same gain. Indeed, 
given any one of these functions, another can be obtained by multiplying 
it by a network function with constant gain (representing an all-pass net­
work of the sort commonly used for phase equalizing). The particular 
network function µ/3 obtained by using Bode's gain-phase integral had 
also been discovered earlier by Y. W. Lee, at MIT, who had characterized 
it in terms of its zeros in the complex frequency plane.85 However, Bode 
recognized that this particular network function was the one with the 
smallest phase. If Bode's minimum phase function had too large a phase 
shift, other network functions with the given lµ/31 would be even worse 
and there would be no satisfactory amplifier design. Developed originally 
in the study of feedback, Bode's gain-phase inequalities have important 
implications for the design of amplifiers more generally and for transducers, 
such as loudspeakers, that must deliver power efficiently to a reactive load 
over a wide band of frequencies. [Fig. 1-21] 
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Fig. 1-21. Attenuation and phase-shift characteristics for a low-pass network filter, as 
derived from H. W. Bode's gain-phase integral, expressing the minimum phase function 
in terms of the given attenuation function. The example shown is for a filter having zero 
attenuation below 4000 Hz and an attenuation that increases at 12 dB per octave above 
4000 Hz. Understanding the connection between attenuation and phase was a crucial help 
to designers of stable feedback amplifiers, [Bode, Network Analysis and Feedback Amplifier 
Design (1945): 316.] 
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4.4 Stability of General Systems 

Directed specifically at the problem of designing stable feedback am­
plifiers, the work on stability by Nyquist, Bode, and others stood illl its 
time somewhat outside of a considerable body of literature on stability 
that had been developing since the mid-19th century. The work of Routh, 
cited in section 4.1.1, is only one example of early work; physicists and 
astronomers had long been concerned with the stability of general 
dynamic systems and mathematicians with the stability or boundedness 
of solutions of systems of differential equations. A generally linear theory 
associated with feedback in electrical circuits burgeoned during the period 
after 1945, stimulated at least in part by the exposure during World War 
II of many workers to the kinds of feedback problems treated by Nyquist 
and Bode, and to the work of these pioneers. Generalizations were made 
to feedback systems with many inputs and outputs, with some nods toward 
circuits having time-varying or mildly nonlinear elements. With few ex­
ceptions, however, the users of linear theory, when faced with the pres1ence 
of a nonlinear element, were forced either to fall back on the classical 
technique of analyzing the stability of the system only under small per­
turbations, or else to treat the nonlinearity itself as a small perturbaltion. 
In a seminal sequence of papers beginning in 1963, I. W. Sandberg86 at 
Bell Labs set forth a full analysis, not limited to small perturbations, of 
the stability of feedback systems containing nonlinear elements of a pre­
cisely specified kind. 

Sandberg's results can be described briefly by thinking of them as an 
extension of the work of Nyquist and Bode. To do so simplifies discussion 
but omits some significant mathematical innovations concerning function­
space formulation and study of the equations of a very general clas,s of 
feedback systems. His main results include tool theorems of two types: 
small-gain theorems and passivity theorems, from which a variety of sta­
bility criteria have been obtained. With regard to specific applications, one 
extension relative to the work of Nyquist and Bode is of a kind common 
to much work in the field-an extension to systems with many inputs 
and outputs; scalars are replaced by vectors and scalar operators by matrix 
operators. More basic is Sandberg's way of dealing with nonlinear elemEmts. 
He allows a time-varying distortion in the amplifying path, one that takes 
an input signal /(t) and distorts it into g(t) = 1p[f(t), t ], where 1p( ·, ·) is a 
function of two variables that is bounded by two linear functions via the 
inequalities 

a s; 1P[/(t), t] s; b 
f(t) . 

The numbers a and b here can be thought of as specifying two different 
linear amplifiers. 
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In their simplest form (and assuming now that a> 0), Sandberg's results 
extend Nyquist's criterion. The latter requires that the trace of µ{3, for real 
frequencies, not encircle the point +1 in the complex plane. Sandberg's 
elegant circle criterion rec~uires that the trace of µ{3, where now µ{3 is the 
loop gain of the linear, nondistorting part of the amplifier, not encircle or 
meet a certain region of the complex plane. That region is itself a circle 
having size and location specified by two numbers a and b above. This 
"forbidden" circle is centered on the real axis, and its two extreme points 
on that axis correspond to Nyquist's criterion applied to the two limiting 
amplifiers described by a and b. 

V. TRANSMISSION LINES 

5.1 Wire Pairs and Coaxial Cable 

The original transmission lines of electrical communication were pairs 
of wires or single wires with ground return. Because they were used only 
at telegraph or voice frequencies (i.e., for signals having wavelengths on 
the line that, typically, were much longer than the cross-sectional dimen­
sions of the line itself), they could be studied by static methods. The theory 
of lumped-element electrical netwo:rks is also a static theory in the sense 
that it is correct only in the limit of low frequencies. It ignores high­
frequency effects,in particular radiation. High-frequency electrical problems 
must be formulated in terms of partial differential equations for the electric 
and magnetic field components. These equations, developed by Maxwell, 
contain a displacement current term that does not enter into the simpler 
static theory. 

In 1855, Lord Kelvin explained the severe wave distortion on submarine 
telegraph cables by taking account of distributed capacitance between the 
conductors. 87 G. Kirchha,ff (1857), 0. Heaviside (1876), and H. Poincare 
(1893) included the effec:t of self-inductance of the wires. 88 By observing 
that th1~ inductance somewhat offset the bad effects of the capacitance, 
they set the stage for the invention of inductive loading by M. I. Pupin 
of Columbia University 89 and independently by G. A. Campbell. 90 (For a 
discussion of the patent award to Pupin, who filed two weeks prior to 
Campbell, see Chapter 4, section 4.1.3 of an earlier volume of this series, 
subtitled The Early Years (1875-1925).) 

All these authors regarded a transmission line as a limit of a recurrent 
lumped-element network, with each section representing a piece of the 
line of length Ji. By going to the limit of many short pieces (a -+ 0), 
equations governing the propagation of voltage and current along the line 
were obtained. [Fig. 1-22] The older literature derived the telegrapher's 
equation in that way; it was equivalent to what later came to be called 
the transmission-line equations. 
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Fig. 1-22. Electrical filter representation of part of a continuous transmission line. The 
line of length I is approximated by many (n) electrical filter sections connected in tandem, 
each section representing a small piece of line of length /1(=1/n). R, L, G, and Care the 
series resistance, series inductance, shunt conductance, and shunt capacitance, respec­
tively, per unit length of the line. Uohnson, Transmission Circuits for Telephonic Com­
munication (1924): 144.) 

33 

An example of a static transmission line analysis was the generalization 
of the transmission line equations to systems of many wires. In a many­
wire problem, one pair of wires might be a telephone line and the other 
wires might be power lines or other telephone lines producing hum or 
crosstalk in the first line by capacitative and inductive coupling. Tht? mul­
tiwire form of the transmission line equations was obtained in 1927 by 
J. R. Carson and R. S. Hoyt.91 

5.1.1 Transmission Line Losses-Skin Effect 

The inadequacy of static methods became evident in connection with 
transmission line losses. Although the resistance per mile might be precisely 
measured using a de ohmmeter, the transmission line equations with that 
measured resistance might give inaccurate results even at voice frequencies. 
The difficulty lies in the way electric current flows through a resistivEi wire. 
At high frequencies, the current becomes concentrated near the surface 
of the wire (skin effect), thus reducing the effective cross-sectional area of 
the conductor and causing more power loss than at low frequenciEis. 

In 1921, Carson and J. J. Gilbert gave a skin-effect analysis to treat 
losses in a submarine telephone cable.92 The cable used the ocean as a 
ground-return path. Instead of spreading uniformly over the ocean, the 
return current was concentrated near the cable by skin effect. A large part 
of the return current flowed in the resistive iron-armor wires that were 
wound around the cable for mechanical strength. The practical conclusion 
was that cable attenuation and distortion could be greatly reduc,ed by 
adding a thin copper sheath, just under the armor wires, to cany the 
return current. In effect, Carson and Gilbert were advocating use of a 
coaxial cable. 

In the early 1930s, a carrier telephony system was developed, using 
coaxial cable to obtain a wide bandwidth, small attenuation, and good 
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shielding between circuits. S. A. Schelkunoff and T. M. Odarenko gave 
the quantitative analysis olf these benefits.93

'
94 While crosstalk effects in 

the old balanced-pair cables increased with frequency, they decreased in 
coaxial ca1ble. 

In 1951l, A. M. Clogston proposed a scheme for alleviating the skin­
effect problem in a transmission line by the use of a conductor composed 
of many insulated thin conducting strips, running parallel to the direction 
of current flow.95 For lamina thickness small in comparison with the theo­
retical skin depth of the metal used, the electromagnetic wave can penetrate 
a distance great enough to include a thickness of conducting material many 
skin depths deep. S. P. Morgan extended the calculations to include the 
case of the coaxial conductor. 96

,
97 The calculations were confirmed exper­

imentally, but the cable structure and precision required for such a trans­
mission turned out to be too expensive and too difficult to fabricate to 
play a role in Bell System transmission systems. 

During the 1920s, Carson applied Maxwell's equations to study losses 
in such transmission lines as wire pairs, overhead or underground wires 
with ground return, and some multiple-wire combinations. 98 These struc­
tures all propagated what was called a principal wave. In the special case 
of perfectly conducting wires and perfectly lossless dielectrics, a principal 
wave could be derived from Maxwell's equations by looking for a solution 
with no electric- or magnetic-field components in the direction of prop­
agation. The problem then simplified to a static problem. Apart from per­
turbing effects of losses in conductors and dielectrics, a principal wave 
behaved very much like the waves in the old transmission line theory. 

5.2 Waveguides 

In the late 19th century, J. J. Thomson and Lord Rayleigh showed 
mathematically that electromagnetic waves can propagate inside a hollow 
conducting tube. 99,100 Thes,e waves were not widely known, and Carson 
seems to have rediscovered them independently in a memorandum of 
1924. Around 1932, G. C. Southworth at AT&T built hollow tubes, or 
waveguides, and produced these waves experimentally. 

At that: time, the shortwave spectrum was already becoming crowded. 
Southworth foresaw the coming of microwave communication, in which 
the waveguide could serve as a new kind of transmission line. In reply 
to the memorandum in which Southworth first described his ideas and 
experiments, however, one of the leading mathematicians of the company 
wrote an evaluation that stated, "I have arrived therefore at the tentative 
conclusion that Southworth's proposed system of transmission is not prac­
ticable."101 Fortunately, thE! unnamed mathematician, whose opinion was 
highly regarded by Southworth's supervision, discovered an error in his 
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analysis and issued a retraction. Thereafter, Southworth received math­
ematical support, both from Carson and S. P. Mead at AT&T and from 
Schelkunoff at Bell Labs. 

Unlike the earlier wire and coaxial transmission lines, the waveguide 
had no principal wave that propagated at low frequencies. It was more 
like a high-pass filter, propagating only at frequencies above some cutoff 
frequency. 

One of the first mathematical problems connected with waveguides 
was the study of modes. These are field configurations that can propagate 
without changing shape. Each mode has its own cutoff frequency, prop­
agation speed, and attenuation. The mathematical analysis of waveguide 
modes proceeded independently at AT&T and Bell Labs, each producing 
internal memoranda in 1933. This work formed the basis for Carson's, 
Mead's, and Schelkunoff'sjoint paper of 1936, a mathematical companion 
to Southworth's experimental paper. 102 By then, waveguide research had 
also been carried on at MIT by W. L. Barrow and L. J. Chu. 103

•
104 

In later papers, Schelkunoff found that certain field parameters, for a 
given mode, behaved mathematically like such things as the voltages, 
currents, and impedances of earlier transmission lines.105

•
106 Most engi­

neering waveguide calculations could then be made using well-under'Stood 
formulas related to the old telegrapher's equation. These calculations: were 
more important than ever because even a few inches of waveguide could 
be long in terms of wavelength; pieces of waveguide had replaced inductors 
and capacitors as resonators and as impedance-matching devices. 

Waveguide calculations were further simplified in 1939 when P. H. 
Smith published his chart, a nomogram based on the traditional !trans­
mission-line formulas for calculating impedances. 107

•
108 In his autobiog­

raphy, Southworth stated, "Few pieces of apparatus have proven more 
useful to the practical engineer than the Smith diagram." 109 

5. 2.1 The TE01 Waveguide 

Most modes have high attenuations near the cutoff frequency and also 
at high frequencies. One exceptional mode, TE01, having concentric circular 
electric field lines, has attenuation decreasing steadily to zero at high fre­
quencies, a fact that makes this mode especially suited for low-loss 1trans­
mission. However, L. Brillouin in France suggested that the TE01 mode 
might be unstable, changing to a mode with high attenuation if the wave­
guide were deformed even slightly from a perfectly circular shape.no To 
answer this objection, Schelkunoff analyzed a deformed circular guide and 
showed that a small deformation did not increase the attenuation signif­
icantly until very large frequencies were attained. 111 By studying elliptical 
waveguides, Chu obtained a similar result. 112 The TE01 mode is a difficult 
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one to work with experimentally, but the millimeter-wavelength research 
effort at Bell Labs solved this problem and established the technical fea­
sibility of the predicted low attenuation of this mode for a practical carrier 
telephony system (see Chapter 6 of this volume). 

VI. ANTENNAS AND ELECTROMAGNETIC RADIATION 

The earliest triumph of electromagnetic theory was its success in ex­
plaining llight as a form of electromagnetic radiation. The same theory 
applied to radio waves, but there were new problems of analyzing the 
production of radiation by currents in antennas. 

In Germany, the fundamental problem of radiation from a dipole antenna 
near an imperfectly conducting earth was analyzed both by A. Sommerfeld 
(1909) and by H. Weyl (1919), but with conflicting results. 113

•
114 Som­

merfeld's answer contained a surface wave term that was absent in Weyl's. 
For 18 years, these two theories remained in conflict. Both were so com­
plicated that errors were not easily detected. In 1937, C. R. Burrows at 
Bell Labs performed experiments to decide between the two theories. When 
he compared his experimental results against elaborate series expansions 
that W. H. Wise and S. 0. Rice had made from the Sommerfeld and Weyl 
formulas,. Burrows's data confirmed Weyl's theory. 115 Soon afterward 
K. F. Niessen in Germany and Rice at Bell Labs discovered that Sommerfeld 
had chosen the wrong sign when taking a square root. 116 

Because H. Hertz performed his original experiments at ultrahigh fre­
quencies, he found it relatively easy to produce directive antennas using 
reflectors. At the long wavelengths first used in wireless communication, 
however,. antennas could not easily be built large enough to have much 
directivity. After the discovery of long-distance shortwave propagation, 
interest revived in directivi~ antennas, many wavelengths across, as a way 
of conce11trating radiated power in the direction of the receiving station. 
For a discussion of anten:na research at short waves and of microwave 
frequendes, see Chapter S, sections ll.3 and IV in this volume. 

One early form of directive antenna was the wave antenna, an invention 
of H. H. Beverage at RCA.117 The wave antenna was a wire, many wave­
lengths long, arranged as a transmission line with ground return. As a 
receiving antenna, it extra1::ted power from the incident wave in the same 
way that one transmission line received crosstalk from another. Carson's 
papers on wire transmissfon lines were motivated in part by the wave 
antenna and included formulas useful in wave-antenna design.118,119 

Another interest of Carson's was a reciprocity theorem that Lord Rayleigh 
had given for acoustic waves. Carson generalized this theorem to a form 
applicable to antennas. A useful consequence of this generalized theorem 
is that an antenna has the same directivity pattern for receiving as for 
transmitting. 120,121 
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6.1 Antenna Arrays 

The idea of combining several small antennas into one directive structure 
was a natural extension of the diffraction grating in optics. 122 ,Antennas 
composed of two elements were described as early as 1899 .123 G. A. Camp­
bell studied more complicated antenna arrays in 1919. They c1Dntained 
larger numbers of elements, regularly spaced in a line, circle, or rectangle. 124 

Campbell's table of array patterns was extended by R. M. Foster in 1926 
and by Southworth in 1930.125

,
126 

In these arrays, all elements were excited with currents of the same 
magnitude; the phase of the excitation varied linearly across the array. 
Arrays of that kind could produce a pattern with a single, narrow lobe, 
such as might be used in transatlantic shortwave radiotelephony. In World 
War II, there were radar applications for more complicated patterns, such 
as the cosecant squared pattern that produced constant radar response 
from a ground target at any range. By allowing currents of unequal mag­
nitude and general phases, S. A. Schelkunoff developed techniques of 
pattern synthesis by which one could find the currents to produce a pre­
scribed pattern. 127

,
128 For arrays of radiators evenly spaced alon:g a line, 

Schelkunoff observed that a simple transformation of variables converted 
the expression for the pattern function into a polynomial. Given al desired 
pattern, one could then use standard mathematical methods to approximate 
it by a polynomial, the coefficients of which became the required currents. 
By using Tchebycheff polynomials for the pattern functions, C. L. Dolph 
designed linear arrays having maximum gain for a prescribed side-lobe 
level.129 Similarly, in the case of radiation from a two-dimensional aperture 
illuminated by a horn reflector, or lens, Schelkunoff expressed the pattern 
as a Fourier integral that could be inverted to obtain the required field in 
the aperture. 

E. N. Gilbert and S. P. Morgan 130 considered antennas made up of 
many discrete radiators disposed arbitrarily in space. They proved general 
theorems concerning the pattern of radiation from such arrays, directing 
particular attention to the departures from a desired pattern caused by 
errors in realizing the design. Errors could be caused by failure of the 
exciting currents in the radiating elements to match, in phase and amplitude, 
the currents specified by the design or by departures of the antenna elements 
from the physical positions specified by the design. One result put into 
concrete and quantitative terms some of the folklore about so-called hy­
perdirective antennas-antennas that focused a narrow beam of radiation 
from an aperture or array having small dimensions. It was shown that 
hyperdirectivity could be realized only by the imposition of extremely 
precise control over the position and excitations of the radiators. 

The purpose of a directive receiving antenna is to reject signals from 
sources that are separated in angular position from the source of a desired 
signal. Generally one thinks of the unwanted signal or signals as ori~;inating, 
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like the desired one, from point sources. There are situations, however, 
in which it is reasonable to ccmsider that the unwanted signals are simply 
background noise originating from a diffuse cloud of sources, each source 
radiating at minute power and incoherently from all others. D. Slepian 
considered t:he design of an antenna of finite aperture to optimize reception 
from a desired source in the presence of such spatially distributed back­
ground. The problem turns out to be similar to that of detecting a sinusoidal 
signal in noise, using a sample of data of finite duration. (See section 7.5.) 

VII. NOISE 

7.1 Crosstalk 

The most troublesome noises on early telephone circuits were hum 
and crosstalk induced by n,earby power and telephone lines. In 1879, 
Alexander Graham Bell invented the twisted-pair cable to reduce this 
interference.131

•
132 J. A. Barrett invented more elaborate wire-transposition 

schemes in 1888.133 (See Chapter 4, section 2.2 of the first volume of this 
series, subtitled The Early Years (1875-1925).) 

When many twisted pairs are grouped together into a single cable, 
crosstalk can be further reduced by cutting the cable into sections spliced 
together according to rules lthat prevent any two pairs from lying close 
together too often. H. P. Lawther, Jr., of Southwestern Bell Telephone 
Co., first devised splicing rules in 19:35; J. Riordan extended them in 
1943.134

•
135 These rules are mathematically interesting as applications of 

the theory of numbers. 
In multiplexed-carrier telephony, crosstalk arises in another way. A 

telephone repeater is a wide-band amplifier serving many channels at 
once. If this amplifier is not perfectly linear, it can produce spurious tones 
by beating or heterodyne action. If frequencies {i and '2 are present at the 
input to the repeater, the output can contain frequencies 2f1, {i + '2, 
2{t '2, and others. In this way, speech signals on two different telephone 
channels interact to producei interference on a third. To help control this 
interference, B. D. Holbrook and J. T. Dixon developed a load rating theory 
in 1931.136 Their theory was probabilistic. It took into account random 
fluctuations in the number of busy channels and the wide variability in 
loudness of speech. In that way, the theory determined a limit on the 
traffic level. Below this limit, the amplifier operated in its linear range most 
of the time. 

The amplitudes of the various crosstalk tones that result from nonlinear 
distortion depend in a complicated way on the amplitudes of the input 
tones and on the kind of nonlinearity. In 1940, W.R. Bennett developed 
a technique for finding this dependence and applied it, in 1947, to nonlinear 
characteristics that occur in repeater amplifiers.137

•
138 
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7.2 Impulse Noise 

Impulse noise is a mathematical model for noise as a sum of many 
impulses or transients, all of the same shape F(t), but with random am­
plitudes Ak and arrival times Tk 

x(t) = L Ak F(t - Tk) . 

Vacuum-tube noise, or shot noise, fits the impulse-noise model 1..vith the 
impulses corresponding to the arrival of electrons at the plate of the tube 
and the shape of each impulse being the output response that an electron 
produces in the plate circuit. 

In 1909, N. R. Campbell in England used the impulse-noise model to 
study fluctuations of current in a photoelectric cell and proved the Campbell 
Theorems of noise theory. 139 One of these theorems expresses the power 
in the noise in terms of the integral of the impulse shape. 

In 1925, J. R. Carson used impulse noise as a model for atmospheric 
noise, or static, in a radio receiver. 140

'
141 By an extension of Campbell's 

theorems, Carson showed that impulse noise has a power spectrum pro­
portional to the square of the magnitude of the Fourier transfonn of the 
shape of the impulse. Carson used this result to evaluate the effec:tiveness 
of filters in reducing noise on radiotelephone channels. He concluded that 
simple filters achieved about as much reduction as could be obtained. In 
1938, W. Shockley and J. R. Pierce developed a theory for noise in electron 
multipliers. 142 (See Chapter 4, section IV in this volume.) 

7.3 Johnson Noise 

In 1918, W. Schottky in Germany first analyzed the shot effect in vac­
uum tubes by an impulse-noise model. 143 In his paper, he suggested a 
second kind of noise, thermal noise, that would result from random thermal 
motions of the electrons in a resistor. Schottky concluded that thermal 
noise in vacuum-tube circuits would be impossible to observe, being masked 
by the much stronger shot noise. To reach this conclusion, Schottky had 
to evaluate a complicated integral, as in Campbell's theorem, for the power 
in the shot noise. In 1920, J.B. Johnson [Fig. 1-23] tried to check Schottky's 
integration, but after much labor, obtained a smaller shot-noise power. 
When he showed the integral to L. A. MacColl, MacColl agreed with 
Johnson's answer. In fact, MacColl used the method of residues to E~valuate 
the integral at sight, a performance that Johnson still remembered as im­
pressive 50 years later.144 By 1928, Johnson actually observed and measured 
thermal noise in carefully controlled experiments. 145 To provide a theoretical 
foundation for Johnson's interpretation of the experimental results, H. 
Nyquist gave a mathematical analysis of thermal noise, combining trans­
mission line theory with the equipartition theorem of statisti,cal me-
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Fig. 1-23. J.B. Johnson, who discovered that resistors made of diverse materials 
are always a source of white noise. 

chanics. 146 A resistor of R ohms at absolute temperature T is a wide-band 
noise-voltage source. The noise voltage V that the resistor generates in 
any frequency band of width Llf has a mean-squared value V2 = 4kTRLlf, 
where k is the Boltzmann constant of thermodynamics, 1.37 X 10- 23 joules 
per degree Kelvin. 

Thermal noise is often called Johnson noise. It becomes important in 
weak-signal communication systems such as satellite systems, where the 
expense of eliminating other noise sources is justifiable. Then Nyquist's 
formula for V 2 sets an irreducible minimum on the noise power that must 
be tolerated. 

7.4 Gaussian Noise 

The mathematical properties of impulse noise simplify greatly in a lim­
iting case in which the rate of arrival of impulses becomes infinite. For­
tunately, this limit is often approached in practice, as in the shot effect 
with many electrons arriving per second. The limiting noise is called 
Gaussian noise because noise samples have a Gaussian probability dis­
tribution. 
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In 1906, Albert Einstein derived a Gaussian limiting distribution in his 
study of Brownian motion. 147 As a model of Brownian motion, Einstein 
used the random walk, which may be regarded as a kind of impulse-noise 
motion in which the impulse F(t) is a unit step: 

F(t) = 1 for t '2. 0 

= 0 fort< 0. 

Electrical noise problems require impulses F(t) of many other shapes. 
Nyquist, in an unpublished memorandum in 1932, also obtained a Gaussian 
limit with a differentF(t), making an interesting connection between impulse 
noise and another representation of noise as a sum of a large number of 
sinusoids with random amplitudes and phases. This latter model of noise 
dates back to Lord Rayleigh, who had suggested it for blackbody radia­
tion.148 In early studies, noise might be modeled as a sum of either in­
dependent impulses or independent sinusoids, but the connection between 
the two models was not clear. Nyquist showed that the sinusoidal com­
ponents of'impulse noise became independent in the limit of Gaus­
sian noise. 

In 1944 and 1945, S. 0. Rice [Fig. 1-24] published a monumental study 
of noise, 149·150 generally regarded to be the single most useful source of 
information about Gaussian noise. Rice derived the Gaussian limiting form 
of impulse noise and the limiting independence of the sinusoidal com­
ponents for a general impulse shape. He developed many of the properties 
of Gaussian noise that have engineering applications. For example, Rice 
derived the probability distribution for the noise energy received during 
a given time interval, a result that can be used to predict the rate at which 
a threshold detector will produce false alarms. Other topics in Rice''s paper 
relate to the zeros, maxima, minima, and envelope of Gaussian noise and 
to the effect of putting Gaussian noise through a nonlinear devic,e. 

One of Rice's results was a formula for the mean number of ZE!ros per 
second of Gaussian noise. 151 For some spectra, the mean number of zeros 
per second is infinite, a surprising result indicative of the very jittery 
appearance of such noises. 

Curiously, Rice's original interest was not electrical noise in the usual 
sense. He·started with a transmission problem in which reflections from 
irregularities, such as mismatched repeaters and loading coils, caused in­
terference and even instability of repeater amplifiers. This was an old 
probabilistic problem. In 1912, J. Mills had treated the reflecting irregularities 
as randomly distributed along the line and obtained formulas used in 
engineering the transcontinental telephone line of 1913 through 1914. G. 
Crisson extended this work in 1925.152 Rice's repeater problem tumed out 
to involve the envelope of a Gaussian noise. As Rice's 1944 paper showed, 
narrow-band Gaussian noise can be represented as a sinusoid with slowly 
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Fig. 1-24. S. 0. Rice, who pioneered in fundamental 
mathematical analysis of noise in electrical circuits. 

varying random envelope and phase. Rice solved his repeater problem by 
finding the probability distribution function for the envelope. Actually, 
the same kind of narrow-band noise appears at the output of selective 
circuits in radio receivers. In a later paper, Rice added this noise to a pure 
sinusoid, representing a radio signal, to derive results about the effects of 
noise in AM and FM detection. 153 

Rice's several alternative representations of Gaussian noise have found 
wide application in engineering problems. E. L. Kaplan, in a basic paper, 
used the narrow-band envelope form to model the effects of fading or 
glinting in radar signals and to derive several optimal procedures for ex­
tracting data from such signals. 154 

From a time preceding Einstein's paper, properties of the path of the 
random walk, or of Brownian motion, have been studied for their physical 
or mathematical interest. Rice's paper represents a comprehensive attack 
on problems of engineering interest, many of them new. 155 Further con­
tributions to this line of study were made by D. Slepian, by M. Kac of 
Rockefeller University, by L.A. Shepp, and by Shepp and Slepian during 
the period from 1959 through 1977. 
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7.5 Prediction, Estimation, and Detection 

During World War II, an unusual noise problem arose in connection 
with antiaircraft fire control. Targets performed haphazard evasive ma­
neuvers to confuse gun directors. Thus, a target coordinate x(t) had some 
resemblance to a random noise signal. To allow for the time a that an 
antiaircraft missile would take to reach the target, a prediction of the future 
target coordinate x(t + a) was needed. The prediction had to be based on 
observations of the target up to the present time t only, and even these 
observations contained inaccuracies or noise. N. Wiener at MIT and A. 
Kolmogoroff in the USSR independently found the way to estimate the 
future coordinate x(t + a) with least mean-squared error, assuming that 
the appropriate spectrum for random target coordinates was known. 156

•
157 

The best estimator had to be obtained by solving an integral equation. 
Formidable mathematical difficulties, which earned Wiener's original yel­
low-cover publication the nickname "yellow peril," were neatly side­
stepped in a later treatment by R. B. Blackman, H. W. Bode, and C. E. 
Shannon. 158

•
159 Engineers preferred this treatment because it us,ed only 

familiar ideas about filters and impulse noise. The solution of the integral 
equation was, in effect, found with the help of Bode's loss-phase integral. 

The work on antiaircraft gunnery illustrates the propensity toward 
idealization that T. C. Fry cited as one characteristic of mathematicians 
(see section 1,2 of this chapter). The mathematical problem differed from 
the real problem in at least two major respects. First, observations of the 
target were not available for all past times, but only for the rather short 
interval from the start of target tracking to the time the gun fired. Second, 
instead of a minimum mean-squared error prediction, what wc11s really 
needed was an estimate of where to point the gun to maximize the prob­
ability of hitting the target. Indeed, large errors contribute most to the 
mean-squared error, but misses by an inch or a mile are no different in 
figuring the hit probability. Nevertheless, the solution of the idealized 
problem provided insight that could not have been obtained by trying to 
solve the difficult real problem directly. 

In fact, the integral equation solved by Wiener, for the idealized model 
in which the whole past history of x(t) is known, is a limiting case of the 
kind of integral equation solved by Slepian in his analysis of the antenna 
problem mentioned at the end of section 6.1 above. Slepian's solution of 
the latter equation then solved the prediction problem addressed by Wiener, 
Kolmogoroff,and Blackman-Bode-Shannon for cases of engineering interest 
in which only a finite segment of past data is available. Slepian and T. T. 
Kadota solved several related equations that appear in detection theory 
when only a finite segment of data is available. 160 

Prediction is just one special member of a class of problems that seek 
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a good estimate of some quantity Q(t) that depends linearly on the signal 
x(t). For instance, Q(t) might be the output of a filter with input x(t). Or, 
since only a noisy version of x(t) is ,observable, Q(t) might be the true 
value of x(t) (with the noise removed). Although x(t) may be observed 
throughout an entire interval of past times, it is often convenient to base 
the estimate of Q(t) on only a finite number of these observations. The 
estimation problem then simplifies to one that can be handled by standard 
methods of multivariate statistics. During World War II, multivariate meth­
ods solved many estimation problems of radar and fire control, at least to 
engineering satisfaction. S,ometimes the (finite) number of observations 
could be made to approach infinity to obtain, in the limit, a formal solution 
to the original continuous-time problEim. The mathematical difficulties in 
making such a passage rigorous are formidable. It was not until about 
1950 that a mathematical foundation, which was broad enough to provide 
convenient and rigorously justifiable solutions to many estimation problems 
of importance to engineers, had been laid.161 

Multivariate estimation problems are solved by computing probabilities 
as integrals over certain volumes in the finite-dimensional space that has 
the observed signal samples as coordinates. In continuous-time estimation 
problems, these probabilitiles become integrals over a function space of 
infinite dimension. Finding an appropriate notion of volume or measure 
in function space thus bec:omes a central problem in estimation theory. 
Wiener had already introduced an inlfinite-dimensional measure (Wiener 
measure) in his study of Brownian motion. 

A definitive paper of Shepp established Wiener measure as the proper 
underlying volume in function space for dealing with problems involving 
Gaussian noise. 162 This paper provides complete formulas for calculating 
the density in function space of one Gaussian probability measure with 
respect to another, or with respect to Wiener measure. These formulas 
help to provide an interpr,etation of estimation problem solutions as ap­
plications of the method of maximum likelihood, a familiar technique in 
multivariate statistics. The paper also establishes a large class of equivalent 
representations for the random-walk (or Wiener) process in terms of count­
ably many independent, ideintically distributed, random variables; it extends 
many prior results, including those of Rice. 

Detection problems diffor from estimation problems only in requiring 
that the signal information be used to decide between a small number of 
alternatives. For example, in a radar application the alternatives might be 
target present and no target. A telegraph application might require the 
decision between a mark and a space. Again, if only a finite number of 
signal samples is to be used in making the decision, the detection problem 
becomes a standard one in multivariate statistics, the problem of hypothesis 
testing. Beginning around 1945, many examples of detection problems 
were attacked by multivariate methods. More recently, Kadota has used 
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the results given in the above-mentioned paper by Shepp to solve a number 
of problems in detection and estimation directly by function-space 
methods. 163 

7.6 Stochastic Control 

A typical problem of stochastic control is encountered in missile guidance. 
Using noisy data describing the motion of a randomly maneuvering target, 
one must control the motors that try to steer a missile along a colllision 
course. Although prediction or estimation is involved in this control, there 
is also an element of feedback; steering done at a given time will affect 
subsequent missile headings and hence subsequent steering. 

One may state the central problem in stochastic control as that of devising 
a rule or strategy for converting information about such factors as p1resent 
and past target position, rate, and heading into steering orders th8lt will 
minimize some cost-average miss distance being one example of a cost. 
Using the random walk as a model for the target motion, V. E. Benes 
formulated this kind of problem in a general setting. 164 His formulation 
included an explicit description of the information available at each time 
t, upon which to take control actions. Under weak assumptions about the 
controllability of the system being controlled, and with the assumption 
that sufficient information is available to the controller, he showed that 
for each cost function of a wide class, an optimal (cost minimizing) control 
strategy exists. No ad hoc restrictions were placed on the admissible control 
strategies. Exploiting this generality, Benes later validated a conjecture 
widely held about a large class of stochastic control problems-essentially, 
that a steering strategy using only the two rudder positions, hard leJft and 
hard right, minimizes final miss distance. 165 In these papers and in other 
papers applying the same results and methods, Benes set forth g1meral 
techniques for stochastic control problems in which the target motion is 
derived from the random walk. 166 Benes, L. A. Shepp, and H. S. Witsen­
hausen gave an explicit solution to the problem of tracking a jinking target 
under a constraint on the total amount of control effort expended (•:!.g., a 
limit to the total amount of energy consumed by induced drag whE!n the 
rudder is hard over).167 Applications ranging from vehicle steering to in­
vestment strategies were described. 

Picturesque terms, such as target and steering as just used, correctly 
suggest the historical background of problems that have been studied 
under the general heading of stochastic control, but many other situations 
fit a similar mathematical mold. The moves of the players of a game, the 
actions taken by independent dealers in a market, the decisions made by 
division managers of a dispersed commercial enterprise, and the a,ctions 
taken by one individual at successive stages of an endeavor can in each 
case be thought of as control actions taken by agents who, at the time of 
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acting, may have neithe:r complete knowledge of nor complete control 
over the situation being c:ontrolled. Drawing extensively upon prior work 
in the theory of games, Witsenhausen proposed in 1971 a mathematical 
framework within which to phrase problems of stochastic control at a 
basic level of generality.1

"
8

•
169 Within this framework he developed a tax­

onomy of control problems (or of information structures), established con­
ditions for the existence of (actionable) control strategies, and isolated some 
critical unsolved problems. 

VIII. INFORMATION THEORY 

Probably the most spedacular development in communications math­
ematics to take place at B1ell Laboratories was the formulation in the 1940s 
of information theory by C. E. Shannon. Information theory is a study of 
signaling systems from ct very general point of view in order to derive 
theorems and limitations universally applicable to all systems. Perhaps 
the best succinct description of information theory is the title Shannon 
chose for his fundamenltal paper of 1948, "A Mathematical Theory of 
Communication." 170 In aL 1977 monograph on information theory, R. J. 
McEliec:e of the Califomi1a Institute of Technology wrote: 

With many profound scientific discoveries (for example, Einstein's discovery in 1905 
of the special theory of relativity) it is possible with the aid of hindsight to see that the 
times were ripe for the breakthrough. Not so with information theory. While, of course, 
Shannon was not working in a vacuum in the 1940s, his results were so breathtakingly 
original that even the communication specialists of the day were at a loss to understand 
their significance. Gradually, as Shannon's theorems were digested by the mathematical/ 
engineering community, it became clear that he had created a brand-new science, and 
others began to make first-rate contributions of their own. Slowly at first, and then 
mom rapidly, the subject grew, until now hundreds of research papers in information 
theory are published each year. 171 

As viewed from a modem perspective, Shannon's theory can be de­
scribed by use of the following block diagram:172 

SOURCE -.....,, ..... ..ii ENCODER~~ CHANNEL 1 ... 1 -,.-.•..i1i DECODER 1--, .... ,"'i\ DESTINATION I 
---- I I I I 

MESSAGE TRANSMITTED RECEIVED MESSAGE 
DATA SIGNAL SIGNAL DATA 

In this diagram the source output is some form of data that must be 
communicated reliably through the channel to the destination. For example, 
the source might be a computer and the data a binary sequence of zeros 
and oneis, or the source might be a voice and the data a continuous-time 
wavefo1m. The channel might be a telephone line or an optical-fiber wave-
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guide. The channel might also be a computer memory. The process shown 
in the diagram could represent the storing of data into a memory and its 
subsequent withdrawal. 

In general, there are two limitations on the reliability with which we 
can communicate the data: 

1) The channel may introduce noise into the system. Here noise is 
defined as anything that makes it impossible to determine the exact c:hannel 
input information by observing the channel output. A well-known example 
of noise in a radio channel is static. Another example is an imperfectly 
operating computer memory that occasionally changes bits. 

2) There may exist a source-channel mismatch. This situation occurs 
whenever the data is not in a suitable form to go directly into the channel. 
Examples of mismatch are a binary data source (say a computer)I and a 
continuous channel (say a radio channel), or a continuous sour,ce (say 
speech) and a digital channel (say a computer memory). Another example 
of mismatch occurs when a binary source emits data faster than a binary 
channel can transmit it. 

The encoder and decoder in the diagram are processors that have the 
task of combating these limitations as far as possible. Thus, the encoder 
processes the data to combat the channel noise (for example, it may use 
an error-correcting code on a binary channel) and to put the data in a 
suitable form for transmission over the channel-Le., overcome source­
channel mismatch (for example, it may quantize continuous data foir trans­
mission over a digital channel). The decoder must undo the effects of the 
encoder and the channel and deliver data to the destination, which is, 
one hopes, close to the data output of the source. 

To illustrate the central ideas of Shannon's theory, several important 
special cases of the system represented by the diagram will be discussed 
and some conclusions will be stated that can be deduced from the theory. 

8.1 Source Coding and the Information Measure 

Suppose that the channel in the diagram is the so-called noiseless binary 
channel that accepts R binary digits per second and transmits them perfectly. 
The task of the encoder is to transform the source output into a binary 
stream of R digits per second in such a way that the decoder can I'ecover 
the source symbols as accurately as possible. Suppose, for example, that 
the source output is a white Gaussian random process with power P and 
bandwidth W. Then the encoder is an analog-to-digital (A/D) converter 
or quantizer. The theory tells us that the mean-squared quantizing error 
that must inevitably arise when the source output is transmitted over our 
noiseless channel with rate R must be at least Pr 2R/W and, furthE!r, that 
there exists an encoder/decoder (albeit complex) that can achieve this level 
of distortion. 
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For an arbitrary source and an arbitrary measure of distortion or error 
between source output data and data delivered to the destination, the 
theory gives a function D(R) that is the minimum achievable average 
distortion D when the sour,ce data is transmitted over a noiseless binary 
channel with rate R. In our example, D(R) = P2- 2R/w. 

Another important example is that of a noiseless binary channel with 
rate R with the source emitting a sequence of independent letters at say 
1 letter each second. Suppos1:! there are M letters possible. Let p; Pr{ source 
output i}, where O s i s M - 1. Let the distortion measure be the 
average error rate-i.e., the average number of times per second the des­
tination receives a letter that is different from the corresponding source 
letter. For this case the theory tells us that D(R) = 0, provided R exceeds 
a quantity H called the entiropy, definied by 

M-1 

H = - L ,P;log2p,. 
i=O 

Note that,, since the chann,el accepts 1( binary symbols per source letter, 
the entropy is the minimum number of binary digits needed by the encoder 
to represent the source output without ,error. Thus the entropy is a measure 
of the amount of information contairnid in the source. To give a name to 
the units in which Shanno,n measured information, J. W. Tukey coined 
the word "bits," a contraction of "binary digits" that quickly established 
itself in engineering. The word information had been used in a technical 
sense by R. V. L. Hartley in 1928. 

Shannon's theory includes two important concepts: the first is the idea 
of coding, in which the source data is processed by a complex encoder in 
order to represent it optimally in a binary stream of rate R; the second is 
the notion of an information source as a statistical process with its infor­
mation (i.e., its entropy) d1:!fined by its probability law. In the case of a 
noiseless channel with a source emitting a sequence of independent letters, 
an efficient code must, like: Morse code, give the shortest code words to 
the most frequent letters. However, to exploit this possibility efficiently, 
large blocks of letters may be involved instead of just single letters. 

To treat message sources statistically was somewhat unusual in com­
munications engineering. Section VII of this chapter cites examples of 
repeater load rating theory and antiaircraft fire control. Earlier examples 
in cryptography were common. Philosophical objections are sometimes 
raised against describing human behavior in probabilistic terms. To counter 
arguments that human messages do not have random origin, Shannon's 
1948 paper included random sources that wrote random English approx­
imating real English text. A typical source, a trigram source that chooses 
each letter at random from a distribution determined by the preceding 
two letters, wrote "IN NO 1ST LAT WHEY CRATICT FROURE BIRS 
GROCID PONDENOME OF DEMONSTURES OF THE REPTAGIN IS 
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REGOACTIONA OF CRE," which is at least pronounceable and contains 
some real words. A book by J. R. Pierce quotes more fluent passages written 
by more complicated random sources. Pierce also credits W. A. Mozart 
with the idea of writing music at random (Koechel listing 294D).173 

Random English sources illustrate one of the reasons why ideal trans­
mitters and receivers are complicated and expensive. Because trigram 
sources do not write very good English, one must conclude that English 
contains important statistical correlations between letters more than three 
letters apart. An ideal transmission system would have to use these cor­
relations in an optimal way. In 1951, Shannon gave particular attention 
to the problem of transmitting written English over a noiselese; binary 
channel. 174 He concluded that, although over 4 (binary) digits per letter 
are required to transmit English letter by letter, 2.1 digits per letter suffice 
to transmit entire words and about 1 digit per letter suffices for blocks 
100 letters long. To make these numbers somewhat plausible, one may 
note that most English text remains readable even after the vowels are 
deleted. Since about half the text letters are vowels, vowel deletion provides 
one fairly reliable way of speeding transmission by a factor of two. 

8.2 Channel and Source Coding 

Let us now consider another special case of the communication system 
of the diagram above (see page 46). Here the source is taken to be a binary 
source that emits digits at a rate of R per second to be transmittied over 
a noisy channel and delivered to the destination essentially error free. The 
gist of Shannon's results as applied to this problem is that each channel 
has a characteristic information rate C, called the capacity of the channel, 
that cannot be exceeded in a reliable communication system. Given any 
high standard of reliability, say an error probability of 10- 10 at the output 
of the receiver, one can maintain this reliability and an information rate 
as close to C as desired by proper design of the transmitter and receiver. 
The surprising thing about this result is that the channel capacity C is not 
zero. One obvious way to achieve high reliability is to repeat the messages 
many times, but that also reduces the information rate. Shannon's theorem 
shows that high reliability at a fixed information rate is obtainable by 
encoding the messages more cleverly. Error-correcting codes that provide 
one way of accomplishing this are described in sections 8.6 and 8.7. 

Determining the capacity C of a given channel is often a difficult problem. 
One channel that Shannon analyzed is particularly appropriate as a model 
of a radio channel. It transmits signals occupying a band W-Hz wide at 
average power levels of up to S watts. During transmission, Gaussian noise 
interference of power N is added to the signal. This channel has capacity 

C = W log2(l + S/N). 
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This equation may be interpreted as aJr\ exchange relationship, showing 
how much an increase in bandwidth W is worth in terms of increased 
signal-to-noise ratio S/N. 

Using the source coding procedure described in section 8.1, the source 
output can be encoded into a binary stream of R binary digits per second 
with a resulting distortion of D(R). Since the channel can transmit essentially 
perfectly C binary digits pe:r second, the system can deliver the source 
data to the destination with a distortion D(C). 

A most remarkable consequence of the Shannon theory is that a dis­
tortion D(C) is the optimal obtainable. In other words, the process of source 
coding and channel coding ,can be decoupled with no loss in the quality 
of performance. 

8.3 The First Two Decades of Information Theory 

Much of the early research work on Shannon's theory was devoted to 
fine-tuning Shannon's original results. One problem of considerable interest 
(which by the early 1980s had not been completely solved) is the effect 
of limiting the memory or the complexity of the encoder and decoder in 
the system represented in the diagram. Rice did the first study of this 
problem for the band-limitE!d channel with Gaussian noise.175 Shannon 
and later Slepian, Wyner, and many others outside Bell Laboratories con­
tinued this line of research :for many years. 

Another interesting version of the system arises when an extra return, 
or feedback, channel is addE!d. Suppose one only wants to transmit in the 
forward direction, using the feedback channel for repeat requests or other 
error-control messages. For a wide class of channels, Shannon showed in 
1956 that it is impossible to increase the capacity in the forward direc­
tion, although use of a feedback channel can dramatically reduce the com­
plexity required of the encoder/decoder to achieve a given level of per­
formance.116,111 

In the 1950s and 1960s, much work was done to characterize explicitly 
and carefully the sources and channels for which Shannon-like coding 
theorems can be established. A great deal of work was done by Wyner, 
Kadota, and L. H. Brandenburg to broaden this class as much as possible.178 

8.4 Multiple-User Theory 

In the classical communication setup in the diagram describing Shannon's 
theory, there is but a single source and a single destination. In multiple­
user information theory, systems are studied in which there are more than 
one source and/ or channel and more than one encoder/ decoder pair with 
various constraints placed on collaboration between the encoders and/or 
decoders. 
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The earliest work on multiple-user theory was done by Shannon in 
1961 when he generalized his theorem about channel capacity to cover 
the two-way channel.179 A trade-off exists between rates R1 and R2 of 
information transmission in the two directions. Instead of having a single 
capacity C, the two-way channel has a curve defining the best achievable 
pairs of rates (R11 R2). Even simple applications of two-way channel theory 
have surprising results. Suppose, for instance, that a noiseless tefograph 
line is connected so that a buzzer sounds at each end only when both 
operators have closed their signaling keys. One operator might keep his 
key closed, sending no information, in order to receive information from 
the other operator. The two operators might agree on a schedule in which 
each spends half the time receiving, so that both achieve an information 
rate that is half the capacity C of the line as a one-way channel: R1 R2 

= C/2. They can achieve higher rates, however, by using another signaling 
code that permits them both to signal at the same time. 

Shannon's 1961 results, though surprising, did not create much of a 
stir in the information-theory community, in part because neither Shannon 
nor anyone else was able to determine the family of achievable rate pairs 
(R1, R2) exactly. It remained for three papers in the early 1970s to awaken 
the research community to the potential of multiple-user theory. In the 
first of these, T. M. Cover of Stanford University studied a broadcast 
channel in which a single transmitter sends different information to two 
or more receivers that cannot communicate with each other.18° Cover 
showed that significantly improved performance is achievable if the in­
formation is cleverly encoded by the transmitter. In 1973, D. Slep:ian and 
J. Wolf (then of the Polytechnic Institute of Brooklyn) showed how to 
separately encode a pair of correlated sources with no performance deg­
radation.181 Also in 1973, A. Wyner and J. Ziv (a frequent visitor to Bell 
Labs from the Haifa Technion) published a paper which gave a powerful 
technique for proving nonexistence or converse coding theorems for mul­
tiple-user situations.182,183 In the ten years that followed publication of 
these three papers, dozens of multiple-user papers appeared in the lit1erature; 
they were authored by Wyner, Ziv, Witsenhausen, Ozarow, and many 
others outside Bell Laboratories.184 

8.5 Error Control and Coding 

An important part of information theory is the study of explicit coding 
schemes that attempt to realize the ideal performance promised by the 
Shannon theory. The simplest codes just detect errors, without trying to 
correct them. An error-detecting code is a list of code words designed so 
that the received signal can be recognized as erroneous if certain noise 
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Fig .. 1-25. The two-out-of-five code was invented for tone signaling 
between telephone offices. The ten possible combinations of five basic 
tones (F, A, C#, E, f#), taken two at a time, represent the ten digits 1, 
2, . . . , 0. The code is e1rror-detecting because reception of numbers of 
tones different from two c:an only result from a transmission error. More 
elaborate codes can comict errors as well as detect them. 

patterns occur during transmission. Error-detecting codes are most useful 
in a two-way communication in which the. receiver can ask for the erroneous 
message to be repeated. More complicated codes also correct errors; that 
is, the receiver can correctly interpret the message without asking for a 
repeat when certain kinds of errors occur. Error-detecting codes had been 
used in cable telegraphy since the 19th century, and the principle of error 
correction had been recognized, although perhaps not used. 185 C. E. Shan­
non was not aware of these cable codes, but another error-detecting tele­
phone code, the 2-out-of-5 code, may have influenced him. This code is 
believed to have been invented (but not published or patented) by R. E. 
Hersey around 1938 for intraoffice signaling of telephone numbers. 186

•
187 

[Fig. 1-25]1 It encoded each decimal digit of a telephone number into five 
binary digits, of which two were ones and the other three were zeros. In 
practice, the five binary digits were associated with five tones of different 
pitch, a digit 1 or O being transmitted as a tone or no tone. If noise caused 
one of the five binary digits to be received in error, the receiver could 
detect the error and ask fo:r a repeat. 

Although error detection and correc:tion were clearly important for any 
theory of 1transmission over a noisy channel, they did not provide Shannon 
with the due that led to his coding theorem. That clue came from his 
World War II work on cryptography. A cryptogram is a message encoded 
by one of many possible codes. To create confusion, the code is chosen 
in a way that seems to be random. It occurred to Shannon that signaling 
codes could be constructed at random, 1:oo. Shannon could derive, relatively 
simply, statistical properties of a random code, such as the expected prob­
ability of a decoding error. By this technique, he discovered the channel 
capacity and its properties. However, instead of finding an explicit code 
that signaled reliably at a rate close to capacity, Shannon obtained rules 
for constructing a code at random. He showed that this random code has 
a high probability of being fast and reliable, and therefore, some fast 
reliable codes do exist. His proof, however, did not actually exhibit one. 
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8.6 Algebraic Coding Theory 

Shannon's 1948 paper also reported the first development in algebraic 
coding theory. This was a code R. W. Hamming had devised for controlling 
errors in binary computers. Hamming had the idea of encoding messages 
into blocks of binary digits that satisfied certain algebraic equations. These 
equations were called parity-check equations because they checked whether 
certain sets of digits contained even or odd numbers of ones (an odd 
number indicating error). By using properly designed parity-check equa­
tions, Hamming could obtain codes for error detection or correction. 

Error correction can be illustrated by one of Hamming's simplest codes. 
The code words are blocks (x11 x2, ••• , x7) of seven binary digits. Of the 
128 possible strings, there are 16 blocks, all satisfying three simultaneous 
check equations: 

X4 + Xs + x6 + X7 = even, 

+ x6 + X7 = even, 

+ X7 = even. 

If one digit x1 is received in error, the sums in which x1 appear change 
from even to odd, indicating an error. Since no two different digits x1, x; 
appear in exactly the same set of sums, the parities of the thrEie sums 
identify the unique erroneous digit x1• B. D. Holbrook designed switching 
equipment to do the checking and correcting operations; he and Hamming 
obtained a patent in 1951.188 By using more complicated systems of parity­
check equations, many others have invented codes that can correct more 
than one error per message. 

It appears that powerful codes must inevitably be complicab~d, and 
coding theory has progressed by building codes that have an ever-increasing 
mathematical structure. The first main step in this direction occurred in 
the 1960s, when D. Slepian used group theory to develop linear codes.189

,
190 

In this work he also introduced the notion of a standard array,. which 
greatly clarified the decoding problem. 

The second major step was the introduction, around 1959, by R. C. 
Bose (at the University of North Carolina) of other algebraic techniques 
that led to Bose-Chaudhuri-Hocquenghem (or BCH) codes. Although not 
invented at Bell Laboratories, the subsequent widespread use of these 
codes is due to the discovery of an efficient decoding procedure for them 
by E. R. Berlekamp at Bell Labs.191

,
192 The Berlekamp decoding algorithm 

also turned out to have another, apparently unrelated, application. It can 
be used to find the shortest shift register that generates a given sequence, 
an important problem in cryptanalysis. 193 Another stage in the decoding 
process for BCH codes involves factoring polynomials with coefficients 
from a finite field. To speed up this step, Berlekamp developed a second 
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algorithm, his factoring algorithm, which today is the standard method 
for factoring polynomials over finite fields.194 Both algorithms, together 
with digital circuitry for carrying out the encoding and decoding, are de­
scribed in his 1968 book Algebraic Coding Theory.195 

Another major theoretical advance was F. J. MacWilliams's discovery 
in 1962 of a set of fundamental equations (now called the MacWilliams 
identities) that any linear code must satisfy. 196

•
197 These identities were the 

starting point for a considerable amount of research by MacWilliams, 
C. L. Mallows, N. J. A. Sloane, and others. 

Two other decoding techniques from the 1960s should also be men­
tioned: MacWilliams's permutation decoding, 198 and S. Y. Tang's burst 
trapping. 199 Many other algebraic coding contributions developed during 
the 1960s and 1970s can be found in The Theory of Error Correcting Codes 
by MacWilliams and Sloan. 200 

So far the codes mentioned have been block codes for a binary channel. 
In a block code the message digits are divided into blocks, each block 
being encoded separately. In recurrent or convolutional codes invented 
by D. W. Hagelbarger, the message is converted into a stream of binary 

Fig. 1-26. D. Slepian, E. N. Gilbert, and B. McMillan (left to right), who were, at the time 
this picture was taken in 1952, working on information theory. McMillan also made important 
contributions to network synthesis (see section 3.2 in this chapter). When these three Murray 
Hill mathematicians began to study kites and fly them at noontime, they in effect crossed 
strings with Alexander Graham Bell, who, in addition to inventing the telephone, was a 
serious student of the aerodynamics of kites. 
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digits. Check digits are interspersed among the message digits in a regular 
pattern; each check digit is computed from a parity-check equation that 
involves only nearby digits. 201 

Codes for a continuous channel have also been extensively studied. 
Using the sampling theory (section 2.3 of this chapter), a code that encodes 
quantized messages of duration T seconds on a channel limited to band­
width W Hz can be thought of as an array of vectors in a spa1ce of 2WT 
dimensions, one of which is selected for transmission each T seconds. The 
transmitted vector is, as received, perturbed by the addition of a noise 
vector. Idealizing the problem to one in which the noise vector has a 
distribution in space that carries very little probability outside a sphere of 
some given radius r, a good code can be thought of as a packing of 
nonoverlapping spheres of radius r, all packed close to the c,rigin (the 
zero-signal) to conserve transmitting power. The relation betweien coding 
for the channel with additive noise and the packing of spheres in a high­
dimensional space has proved a fruitful subject of study in both fields. 
Systematic codes for a channel of this kind, being orderly arrays of vectors, 
are natural objects to study by means of group theory or other combinatorial 
methods. In turn, the study of codes as packings of spheres has enriched 
these other domains of mathematics. E. N. Gilbert, Slepian, Sloane, and 
others [Fig. 1-26] have contributed to this work.202 

8.7 Impact of Information Theory 

In the years that followed the publication of Shannon's 1948 paper, 
the number of research papers on information theory published at Bell 
Laboratories and elsewhere increased rapidly. In the early 1950s, the In­
stitute of Radio Engineers (which later became the Institute of Electrical 
and Electronics Engineers (IEEE)) formed a special interest group on in­
formation theory that published a quarterly journal devoted to Shannon 
theory and cognate areas. At Bell Labs the impact of information theory 
on many aspects of communications has been pervasive, helping scientists 
and engineers to set realistic goals in their design of a variety of com­
munication systems. 

IX. LOGIC CIRCUITS AND COMPUTING 

From the beginnings of telephony, switching circuits have been used 
to interconnect telephone subscribers. With the development of dial sys­
tems, large, intricate switching circuits became commonplace. Nevertheless, 
until 1938, switching circuit designers had to rely on their own intuitions 
and cleverness because no routine, mathematical-design procedures were 
available. 
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9.1 Boolean Algebra 

In 1938, Shannon, then a student at MIT, published a master's thesis 
in which he applied Boolean algebra to switching circuit design. 203 In 
another paper, in 1949, he enlarged upon the same idea. 204 Boolean algebra, 
invented by the British logicia1n, George Boole, is a system for representing 
logical propositions in algebraic terms. 205

•
206 The formulas of Boolean algebra 

contain letters, representing :simple propositions, joined by addition and 
multiplication signs (representing the logical connectives "or" and "and") 
to produce compound propoi,itions. Each formula can be manipulated by 

______...c A~ A (B + C) 0---------.. 

B L.Gl 

A'+ B'C a----oD-~r B 

A 
C 

C 

AB'+C'D 0-

B D 

Fig. 1-27. C. E. Shannon's technique for describing switching 
drcuits in algebraic te1.ms. To design a switching circuit, one can 
first express the desired switching circuit's behavior through an 
algebraic expression 21nd then combine switches in series and 
parallel in accordance with the addition and multiplication signs. 
The figure shows four simple expressions and their corresponding 
circuits. [Keister, Ritchie, and Washburn, The Design of Switching 
Circuits (1951): 69.] 
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rules, similar to those of ordinary algebra, to obtain other formulas rep­
resenting logically equivalent compound propositions. 

In Shannon's application, each letter A, B, C, ... stands for the prop­
osition that a particular relay is turned on. The proposition that a closed 
path exists between two terminals of a relay contact network can be ex­
pressed as a formula involving propositions A, B, C, . . . of the relays 
controlling the network. Once a desired switching-circuit behavior is ex­
pressed in algebraic terms, the formula immediately indicates a circuit 
design. [Fig. 1-27] (Each addition becomes a series connection, and each 
multiplication becomes a parallel connection.) Moreover, the rules for ma­
nipulating formulas may be applied to derive other circuits with the same 
behavior. Relay contact networks have lost favor to newer kinds of elec­
tronic logic circuits, but Boolean algebra remains applicable. The elementary 
propositions A, B, C, . . . have merely become statements about the voltage 
levels on input leads to electronic gates. 

Boolean algebra was very useful in changing some aspects of circuit 
design from an art to a logical process that almost anyone could learn. 
Moreover, it provided an appropriate language for discussing switching, 
helping to make a theory of switching possible. 

9.2 Minimization 

One of the first problems of switching theory was that of economy, 
that is, using as little equipment as possible to perform a given s·witching 
task. Although some Boolean functions could be manipulated algebraically 
into a compact form that would require little equipment to implement, 
Shannon's 1949 paper contained a proof showing that most functions 
were quite complicated. In fact, almost all Boolean functions for two­
terminal contact networks operated by n relays required about 2n/n contact 
pairs, even in the most economical circuit realization. The argument was 
reminiscent of random coding; it managed to prove the result without 
ever exhibiting any specific function requiring that many contacts. 

For values of n equal to 4 or less, M. Kamaugh represented s1,vitching 
functions as geometrical diagrams from which many ways of economizing 
were evident on sight. 207 The Karnaugh diagram was a truth table, or 
Venn diagram, arranged in a particularly convenient way. In 1881, A. 
Marquand had invented the same arrangement for solving logical puzzles, 
but it was subsequently forgotten. 208

•
209 

Although not a visual technique for economizing, the method of "prime 
implicants," widely used by switching engineers, also deals directly with 
switching functions in a tabular form. It was invented by the logician 
W. V. Quine at Harvard University and later adapted by E. J. McCluskey 
at Bell Labs for use on a computer. 210

•
211 

In 1952, E. F. Moore made an exhaustive study of relay circuits for 
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functions of up to four variables, tabulating a most economical circuit for 
each function. 212 Different solutions existed, depending on whether one 
wanted to economize on contacts or springs. Since there are 22

•, or 65,536, 
different Boolean functions of four variables, one might expect a table like 
Moore's to require superhuman effort. Fortunately, these 65,536 functions 
can be classified into 402 types using certain symmetry operations, such 
as permuting the variables, that do not change a function in an important 
way. Slepian derived the number of types as a function of the number 
of variables. 213 For five variables, there are 1,228,158 types, a number that 
discouraged everyone from extending Moore's table to one more variable. 

When a most economical circuit is not required, extra equipment can 
be used to protect against component failures. In 1956, Moore and Shannon 
showed how redundancy could be used effectively in the design of reliable 
relay circuits built from what they called "crummy" relays, that is, relays 
with a random tendency to stick open or closed. 214 

9.3 Automata 

Boolean functions are only approp1iate for describing circuits that per­
form an action determined entirely by the present state of certain relays 
or input leads. By allowing a relay-contact circuit to control the magnets 
of its own relays, or by using the output of an electronic logic circuit as 
an input t:o itself, one may build automata that perform more complicated 
tasks requiring memory. Even the simplest automaton, such as the flip­
flop, can have an output de:pending on the entire past history of the input. 
A digital computer is an aiutomaton having, like the relay (or electronic) 
circuits in a telephone switching exchange, a finite number of internal 
states. Its behavior, though determined wholly by its input data, can cor­
respondingly be enormously complex. 

Motivated in part by problems of an engineering nature in the design 
of switching systems, including the problem of minimizing the number 
of internal (memory) states., design theories for finite-state automata were 
developed by D. A. Huffman at MIT,215 and by G. H. Mealy and Moore 
at Bell Labs.216

•
217 All three workers devised orderly methods to determine, 

from the desired performance of the switching device, the irreducible 
minimum number of intemal states required. Huffman and Mealy also 
addressed such practical questions as sensitivities to timing and the avoid­
ance of ambiguous transient states. All three papers provide techniques 
applicable, at least in principle, to the design of efficient computer programs. 
Moore's paper studies automata by means of "gedanken (thought) ex­
periments," input sequences by which one can learn about the external 
behavior of an automaton. For example one might want to decide, by a 
gedanken experiment, wheither a given automaton always acts in the same 
way as another, simpler automaton. 
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One motivation for these inquiries, and an explicit motivation for many 
related studies by others, has been the analogy, both structural and be­
havioral, between the human nervous system and a finite state automa­
ton.218·219 Indeed, the logical capabilities of automata suggest so vividly 
the sapient behavior of man and animals that the term artificial intelligence 
arose almost spontaneously to refer to the properties of automata and to 
the study of such matters. Shannon built a few small, early artificial­
intelligence machines, some from relays and parts from Erector* sets. One 
machine played a board game called Hex, using a fairly strong strategy 
based on ideas from electrostatic-potential theory. 220 

Shannon's most elaborate machine was Theseus, the maze solver. 221 

[Fig. 1-28] It had a checkerboard array of square cells that could be made 

Fig. 1-28. C. E. Shannon, who invented information theory 
and pioneered in the field of artificial intelligence. He is shown 
here with his maze-solving mechanical mouse, Theseus, named 
for the legendary hero of antiquity who solved the labyrinth 
of King Minos of Crete. The maze shown had movable par­
titions so that a large number of different mazes could readily 
be built. When Shannon released him, Theseus wandered er­
ratically about the maze, learning where the partitions were. 
Afterward, when released again in the maze, Theseus used 
this knowledge to reach the goal by a direct route. 

• Trademark of Gabriel Industries. 
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into a maze by inserting metal partitions between pairs of adjacent cells. 
When a lifelike imitation mouse was placed in the maze, it wandered 
about erratically until it reached a goal. After that, the mouse always took 
a direct route to the goal when placed in the maze; it had solved the maze 
and remembered the solution. Actually, the relay logic circuits and magnetic 
equipment to propel the mouse were installed underneath the maze, being 
much too large to fit inside the mouse. Using modem microprocessor 
technology, maze solvers with logic and propulsion to fit inside an imitation 
mouse were invited to participate in a contest sponsored by the IEEE.222 

D. W. Hagelbarger built a machine that could almost be described as 
a mind reader because it tended to beat human opponents in a guessing­
game variant of penny matching. 223 Most humans have slightly systematic 
tendencies in their play, even when trying to play randomly. Hagelbarger's 
machine, Sequence Extrapolating Robot (SEER), remembered enough about 
past moves to discover these tendencies and win more than half the time. 
Shannon then built a stripped down version of the same machine with 
fewer internal states than SEER. Decreasing the number of states increased 
the vulnerability; the optimum strategy could beat SEER 60 to 40 compared 
with 75 to 25 for the smaller machine. When the two machines were 
pitted against each other in a long automated duel, speed of adaptation 
won over conservation; the smaller machine won by a slight margin. 

The ability to reproduce has been simulated by machines that live in 
an environment of parts that they assemble into new machines like them­
selves. Moore pointed out a possible use for self-reproducing machines. 
He made a feasibility study of a large self-reproducing machine, an artificial 
living plant, that would extract minerals from the sea to build copies of 

Fig. 1-29. The artificial living plant as a possible future development in artificial intelligence. 
The plant, as suggested by E. F. Moore, is a self-reproducing machine that extracts minerals 
from the ocean to obtain material from which it builds copies of itself. Eventually the plant 
travels to port, where it is harvested for its minerals. [Moore, Sci. Amer. 195 (1956): 118, 
119.] 
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itself.224 The copies could then be harvested for their mineral content. 
[Fig. 1-29] 

Shannon was the first person to take the idea of a chess-playing maichine 
seriously enough to study carefully the strategies that a chess-playing 
machine might use. Although Shannon never actually wrote a chess-playing 
program, the computers of 1950 being too slow to play a good game, 
many of the machine chess players that appeared subsequently have been 
organized according to the general principles he gave. The Bell Labs chess­
playing computer, Belle, built by J. H. Condon and K. Thompson in 1980, 
has won national and world computer-chess championships. 225 

9.4 Computational Complexity 

From the time that T. C. Fry at Western Electric had a small s1taff to 
assist in computing (see section 1.1 earlier in this chapter), there has been 
a growing interest at Bell Laboratories in computers and computation. As 
digital computers became more powerful, and as those who used them 
addressed increasingly complicated problems, technical issues of a highly 
mathematical nature continually arose. During the late 1950s and the 
1960s, researchers in mathematics and computer science began to encounter 
some unusually difficult computational problems, for which even the best 
methods of solution they could devise required astronomical amounts of 
computer time. Many came to suspect that this was due to more than just 
shortcomings in methodology or ingenuity; these problems might lbe in­
herently intractable, that is, impossible to solve exactly in a reasonable 
amount of time. This gave rise to fundamental questions about the powers 
and limitations of computers and computational processes: Do therEi exist 
inherently intractable problems? How can such problems be recognized 
when they arise? What can be done when confronted with such a problem 
in practice? Answers to these questions began to emerge in the early 1.970s. 

9.4.1 Inherently Intractable Problems 

To investigate the existence of inherently intractable problems, re­
searchers first had to settle on a meaning for this term that was more 
precise than just "too hard to solve in a practical amount of time.''' The 
definition that eventually gained acceptance was based on a classification 
of algorithms into two types, based on the rate of growth of their com­
putation-time requirements as larger and larger problem instancEis are 
solved. An algorithm for which this rate of growth is at most nk for some 
fixed number k, where n represents the size of an instance (e.g., the number 
of points to be interconnected in the minimal-tree problem of section 3.4 
in this chapter), is called a polynomial time algorithm. An algorithm for 
which the rate of growth is larger than nk for all k, such as a growth rate 
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of 2", is called an exponential tim«~ algorithm. The distinction between 
these two types of algorithms was observed to correspond quite closely 
to the distinction that was sought, with polynomial time algorithms gen­
erally being usable in practice and exponential time algorithms normally 
requiring far too much computation time to be practical. Hence, a problem 
was deemed to be inher1mtly intractable if there existed no way to solve 
it using a polynomial time algorithm. 

In 1971, a key breakthrough in the study of inherently intractable prob­
lems was made by S. A. Cook at the University of Toronto. 226 He dem­
onstrated the existence of a class of computational problems, now known 
as NP-complete problem:, (for nondeterministic polynomial time complete, 
a term derived from the formal definition of the class), with the surprising 
property that either all of them must be inherently intractable or else none 
of them is. The class was defined to consist of the hardest problems solvable 
using a certain computational model with a special ability to make good 
guesses. Moreover, since this guessing ability seemed to be impossible to 
achieve using an actual computing device, it was conjectured that all prob­
lems in the class were indeed intractable. Strong support for this conjecture 
was obtained in 1972, when R. M. Karp at the University of California 
showed that many of the problems for which earlier researchers had vainly 
sought efficient algorithms were also NP-complete. 227 Despite the fact that 
no one was able to provide a conclusive proof of the conjecture, its validity 
subsequently came to bei widely accepted, and proving that a problem is 
NP-complete came to be regarded. as tantamount to demonstrating its 
inherent intractability. 

M. R. Garey and D. S. Johnson at Bell Labs were among the first to 
recognize the potential practical impact of this work, and they spent much 
of the remainder of the decade intensively investigating the class of NP­
complete problems. In 1976, Garey, R. L. Graham, and Johnson proved 
that the minimal-length tree problem of section 3.4 in this chapter, when 
additional junction points are allowed, is NP-complete, finally bringing to 
an end the long quest for an efficient solution technique. 228 They also 
showed that the famous traveling salesman's problem is NP-complete; 
given a collection of cities and a map from which distances can be calculated, 
the salesman asks for th«! shortest route that visits all the given cities and 
then returns to its starting point. 

The work of Garey and Johnson particularly emphasized the goal of 
precisely determining the boundary between intractability and efficient 
solvability by successively restricting and generalizing the constraints of 
various problems to findl the most general versions that could be solved 
efficiently and the most restricted versions that remain NP-complete. In 
doing so, they illuminated what it was about particular problems that 
made them difficult and what special restrictions should be looked for in 
practice that might make an otherwise difficult problem tractable. 

In 1979, Garey and Johnson published a book entitled Computers and 
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Intractability: A Guide to the Theory of NP-Completeness that provided the 
first comprehensive description of work on this topic.229 It included an 
appendix listing over 300 NP-complete problems from mathematics, com­
puter science, and operations research; their scope and number attested 
to the great impact and wide applicability of these concepts. 

Although the book by Garey and Johnson frequently pointed to various 
problems for which efficient methods of solution were known, the theory 
of NP-completeness itself does not directly provide such methods. However, 
this theory can guide the search for practical algorithms by exhibiting 
model problems known to be difficult and by providing tools with which 
other problems can be shown to be as hard as one of the model problems. 
Use of these tools can help a computer scientist avoid vain searches for 
efficient algorithms that are unlikely to exist by revealing that such searches 
are simply disguised versions of unsuccessful searches previously conducted 
by others. 

9.4.2 Coping with Intractable Problems 

The discovery of the class of NP-complete problems provided added 
impetus to the study of approximate problem-solving methods, that is, 
methods which find good, but not necessarily exact, solutions for problems. 
Such methods had commonly been put forth as the only way to solve 
certain problems effectively, a claim that certainly gains credence when 
the problem is NP-complete. However, one of the shortcomings of such 
methods is that they can be very difficult to evaluate. In particular, it is 
hard to know how dose the obtained solutions are to the exact, or optimum, 
solutions when the latter are effectively impossible to determine .. This 
difficulty gave rise to the idea of mathematically providing performance 
bounds for algorithms; namely, bounds that state that a particular method 
always finds solutions that differ from optimum by no more than a spEicified 
error percentage. 

The earliest results of this type preceded the theory of NP-completeness 
by several years. In two papers in 1966 and 1969, Graham reportied on 
studies of scheduling problems that arose at Bell Laboratories during the 
design of a multiprocessor computer for a military project. 230

•
231 Tasks for 

the several identical processors of this computer were to be scheduled 
subject to given precedence constraints; the constraints specified that certain 
tasks had to be completed before certain others could be begun. The goal 
was to minimize the time needed to complete all the given tasks. It was 
found, surprisingly, that a certain intuitively natural scheduling algorithm 
would sometimes complete all tasks faster if the task length were increased 
or the number of processors available decreased. Graham sought to de­
termine bounds on the largest change in the overall completion time that 
could occur due to such anomalies. 

As part of his investigation of these anomalies, Graham determined 
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bounds on how far the length of the constructed schedule could be from 
the length of the best possible schedule. In particular, for the model he 
considered, he showed that the natural algorithm could never construct 
a schedule more than twicE~ as long as the best possible schedule and that 
the constructed schedules could in fact occasionally be that much longer. 232 

In his second paper, Graham explicitly stated a fundamental goal: to es­
tablish, as a function of error percentage, bounds for the time required 
by any algorithm that always constructs schedules that differ from the 
optimum length by at most that error percentage. 233 This goal could apply 
as well to other optimization problems. 

In 1972, Garey, Graham, and J. D. Ullman of Princeton University 
addressed a problem of allocating computer memory that arose in con­
nection with computer opEirations at Bell Laboratories. 234 It was idealized 
as a problem of packing a given collection of objects, each of a given size, 
into bins of a given fixed ,capacity, with the aim of using as few bins as 
possible in total. Some sim!Ple algorithms were shown to use no more than 
1. 7 times the optimum number of bins; better ones came within about 1.2 
of the optimum. 

Johnson, while a student at MIT, strengthened some of the results on 
this bin-packing problem, and extended them to a large class of different 
packing algorithms.235 Afti~r he joined Bell Laboratories, Johnson applied 
similar methods, with analogous results, to a number of other commonly 
occurring optimization problems. 236,m 

Garey, Graham, and Johnson contributed numerous further papers to 
a rapidly growing body of literature on performance bounds for approx­
imation algorithms. Their results were a major stimulus to interest in this 
area. References to this lite:rature can be found in the previously mentioned 
book by Garey and Johnson, which includes a detailed chapter on per­
formance bounds and related complexity results.238 For example, they show 
how it is sometimes possible to prove for a given problem that it is im­
possible even to come within a factor of two of the optimum solution 
unless all the NP-completE: problems tum out to be tractable. Such a result 
indeed certifies a problem as being difficult. 

This body of work made great strides toward the goal originally enun­
ciated by Graham. 239 However, much remains to be done in formally 
studying approximation algorithms. For instance, a performance bound 
provides only one measuire of the quality of an algorithm; often one is 
also interested in other measures such as its expected or average perfor­
mance. Techniques for analyzing these other measures seem to be more 
difficult to derive, but they are an important object of study in the continuing 
investigation of methods for coping with inherently intractable problems. 

X. QUEUEING THEORY AND TRAFFIC SYSTEMS 

The modem theory of queues is a direct descendant of early work done 
on telephone switching. Tite central problem, from the telephone engineer's 
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point of view, is to serve the randomly fluctuating demands of the using 
public without exceeding some specific criterion of overload or congestion 
and to do so with a minimum, or at least an economical, amount of 
equipment. Put in this way, the problem is not unique to telephone switch­
ing nor even to telephony. 

If to each line and trunk entering, or internal to, a telephone switching 
machine one assigns a finite number of possible states-e.g., idle,. busy, 
waiting for dial tone, or ringing-then the machine with its connecting 
lines and trunks is a finite-state automaton. Its set of possible statE!S con­
stitutes a space of a finite number of discrete points, the state-spac:e. The 
history of its activities during, say, a busy hour can be described in. terms 
of a kind of random walk on the state-space-the automaton jumps from 
point to point as the input and output lines change their states and the 
machine responds. One idealization of this situation is that in which there 
is no "memory" in the outside world, so that demands for service are not 
themselves affected by congestion within the machine. In this ideali:z:ation, 
the automaton follows a true random walk or Markov process; i.e., the 
statistics of the next jump are wholly governed by the state from which 
that jump originates. Much of queueing theory deals with problems for­
mulated in exactly this same way, with a Markov process or random walk 
on a discrete state-space. Most of the basic mathematical concepts and 
tools were available by 1940; queueing theory has since dealt with the 
peculiar properties of particular state spaces, or with exhibiting general 
properties of state spaces that lead to provable general results. 

10.1 Interconnecting Networks 

At the heart of every automatic switching system is the interconnecting 
network itself. Competition for resources within this network-for example, 
competition for connecting lines (links) and for switches (crosspollnts)­
is a source of congestion much more difficult to analyze than is, say, the 
competition for trunks in a finite trunk group. Many simplified analyses 
of congestion in switching networks focus wholly on the competitions for 
links and crosspoints, or upon only one of these. In his book on the subject, 
Mathematical Theory of Connecting Networks and Telephone Traffic,, V. E. 
Benes explicitly framed the model of traffic in the switching network as 
a whole (i.e., including not only crosspoints, links, and trunks, but also 
the supervisory and control equipment), as a random walk on the appro­
priate state-space, providing a uniform framework for much prior thE:ory.240 

Within this framework, using probabilistic methods as well as combin1atorial 
and algebraic methods that do not invoke probabilities, the book addressed 
in a very general setting the statistical problems of traffic congestion and 
the problems of comparing networks with respect to traffic capacity .. Some 
specific results or later extensions are mentioned below. 

In the earliest automatic telephone exchanges, the path of a call through 
the interconnecting network was established step by step as the caller 
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dialed successive digits. By the time of the first No. 5 crossbar system, for 
which the engineering was done in the late 1930s, design methods had 
matured to the point that the interconnecting network was regarded as 
an entity totally distinct from the computer-like mechanisms that carried 
out such control functions as the selection of a route for a call being placed. 
Policies were built into the control systems that biased the selection of 
routes toward states in which as many routes as possible were left open 
for subsequent calls. Within the random-walk model, Benes formulated 
the routing problem as one ,of optimal control in the presence of randomness 
(not the Gaussian noise of section 7.4 of this chapter). He showed the 
existence of optimal strateg~es, reduced some cases to the solution of linear 
programming problems, and compared known simple routing strategies 
to the optimal ones.241 In all of this probabilistic traffic work, combinatorial 
facts about the interconnecting netwc,rk, reflected as structural properties 
of its corresponding space of possibl,e states, are central to the formulas 
and inequalities. 

Probability began with combinatorial analyses-analyses of combina­
tions of playing cards or of dice-and so it is that the design of, or com­
parison among, interconnecting networks often begins with combinatorial 
considerations. A network that allows more possible paths from a typical 
line to a typical trunk se~ims intuitively to be less likely at a particular 
level of load (number of calls in progress) to block (be unable to connect) 
the next call than is a network offering fewer options. Conditions of sym­
metry, suggested by the idealization in which all subscriber lines are iden­
tical in the statistics of their offered traffic, are further combinatorial con­
siderations that are helpful in simplifying analyses. Benes adapted concepts 
from group theory and from the algebra of partially ordered systems to 
describe methods for comparing networks on purely combinatorial criteria, 
relating, in some cases, the combinatorially derived criteria to probabilistic 
results. 242 He also showed, within the Markov model of traffic, how the 
group of symmetries of the network could be used to simplify the study 
of its behavior under load.243 

In 1953, C. Clos244 invEmted a form of network that was nonblocking 
in the sense that if the number of calls in progress was less than a number 
K fixed by the designer, any one additional call between previously idle 
lines could be placed. Benei; extended the concept of nonblocking to include 
networks that, perhaps by suitable rearrangement of established connec­
tions, always retained, up to the designed load K, the ability to connect 
any single further call between previously idle lines. Many of his sharper 
combinatorial results applied to networks nonblocking in either the strict 
or the more extended sense. A mathematical proof, based on classical 
results in the theory of groups, that networks of the form invented 
by Clos are nonblocking in the strict sense was circulated in an internal 
memorandum by D. Slepian. An extension of the proof was published 
by Benes. 245 
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The state spaces of many queueing problems have orderly structures; 
their analyses exploit the symmetries that are present and often emphasize 
combinatorial considerations. The combinatorial analyses of Graham, 
Johnson, and Garey cited in section 9.4.2 of this chapter are, for example, 
purely combinatorial attacks on queueing problems. An important tool in 
combinatorial analysis is the generating function-an analytic function of 
several complex variables, represented by a multiple-power series, in which 
the coefficients are the quantities, such as counting arrangements or con­
figurations, that are of interest. Passage to a probabilistic analysis often 
simply substitutes a generating function of similar form, in which the 
coefficients are the probabilities of events of interest. The books of J. 
Riordan on combinatorial analysis and on queueing systems well illustrate 
the continuing close links between combinatorial theory and applications 
of probability. 246

'
247 

Mathematical tools used in the study of generating functions draw 
heavily upon the mathematical techniques that have evolved sinc:e the 
18th century for the study of problems in mathematical physics, notably 
methods for solving boundary value problems and for finding the asymp­
totic behavior of functions defined by sums or integrals containing a pa­
rameter. The analytical methods of the 19th century and the early 20th 
century were, in the 1970s, supplemented by algorithms and computer 
programs that generated numerical answers to specifically stated problems. 
Indeed, as of 1980, queueing analyses had become important to the design 
of economical networks for interconnecting computers, and for assigning 
or apportioning resources within a network or even within a computer. 

XI. TRADITIONAL APPLIED MATHEMATICS 

Mathematicians tend naturally to describe applied mathematics in. their 
own technical terms. In these terms, there was probably general agreement 
among mathematicians prior to, say, 1950 that applied mathematics con­
sisted of (a) numerical methods, or mathematics related to computation: 
of the solution of differential equations, of tables of mathematical functions, 
of the inverses of matrices, of the zeros of analytic functions, and of 
approximations to complicated functions by simpler ones; and (b) the study 
of differential equations and their boundary value problems, as such matters 
arose in physics, astronomy, continuum mechanics, and electromagnetic 
theory. Whatever its exact content, however, a description framed in these 
terms tends to emphasize what an engineer would think of as method or 
technique (as may, of course, be appropriate for a mathematician who, in 
T. C. Fry's terms, conserves energy by solving several problems at once). 
This chapter has, in contrast, been largely framed around problems rather 
than around techniques of solution, reflecting more accurately the attitudes 
of those whose research it records. 

Within the research described here, the traditional techniques of applied 
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mathematics were important. Even a cursory review of what has been 
reported, however, shows that, as of 1980, a mathematician must include 
in any realistic definition of applied mathematics, not only the traditional 
material of (a) and (b) above, but also some of the deeper theorems of 
measure and probability theory, a significant element of mathematical 
logic, and much from combinatorics and graph theory. The brief paragraphs 
below touch on some of the relations between mathematical research at 
Bell Laboratories and the subject matter of the more traditional applied 
mathematics. 

11.1 Numerical Methods 

Computing, to help the engineer get his work done, has always been 
of importance in Bell Laboratories. Fry's original assignment in Western 
Electric was to head a computing group. Such a group remained a part 
of the mathematical research organization in Bell Laboratories until the 
high-speed digital computer revolutionized the usefulness and importance 
of computing as a tool, and revolutionized the organizational arrangements 
for accomplishing it. Chapter 9 tells much of this particular story. The 
story sketched here is about the application of or extension of some of 
the analytical tools that were originally developed as part of the science 
of numerical methods, a science that obtained an independent existence 
with or before Henry Briggs's calculation of a table of logarithms in the 
16th century. 

Approximation of func:tions by simpler functions has been a classical 
problem. During World War II the problem of storing ballistic data in a 
form suitable for the gunfire computers designed at Bell Laboratories became 
important. A ballistic tabfo is a smooth function of two variables, say f(r,e), 
where r and e are range and elevation and /( •, •) may be, say, time of 
flight. The problem is mostly caused by the presence of two variables. A 
function of one variable, of almost arbitrary form, is relatively easy to 
store in the kind of computer at issue. Considerable ingenuity was expended 
developing representations in such forms as f(r,e) = g(r) • h(e), or f(r,e) 
= <t,(g(r) • h(e)). In problems of broader scope, S. Darlington applied Tche­
bycheff's polynomial methods to the design of filters and equalizers,248 

and C. L. Dolph adapted the method to the design of phased-array an­
tennas. 249 More recently, Tchebycheff methods have been studied and 
extended by B. Gopinath and R. P. Kurshan.250 The control of round-off 
error has been of continuilng concern in the mathematics of computation. 
I. W. Sandberg's result o:n the stability of recursive digital filters can be 
considered a recent example of such concem.251 Sandberg has recently 
extended Newton's method for solving the equation /(x) = a for x when 
a is given, in which /( •) is a differentiable function.252 He describes a 
convergent algorithm for solving this form of equation in a very general 
setting: the values of /( • ) and of the variable x may lie in a vector space 
or even in a function space. 
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11.2 Boundary Value Problems, Differential Equations 

The boundary value problems of continuum mechanics appear in many 
guises in the work of Bell Laboratories. In the early 1950s, R. C. Prim and 
J. A. Lewis, working with R. D. Mindlin of Columbia University, purchased 
time on one of the first commercially available large-scale digital computers 
to analyze designs for a pressure seal for the repeater housing of the first 
transatlantic telephone cable. 

Boundary value problems in which fluid flow, heat transfer, changes 
of state of the fluid itself, and possibly the diffusion of impurities must 
all be accounted for arise in the preparation of high-purity semiconductor 
materials and in the manufacture of optical fibers. The flow of charge and 
the behavior of the electromagnetic field inside a semiconductor are de­
scribed by a somewhat different class of boundary value problems. Bound­
ary value problems arising from queueing theory have already been men­
tioned (section X of this chapter). Work in this general domain, falling in 
or bordering on the classical domains of mathematical physics, has been 
and continues to be a significant component of the effort of mathematicians 
at Bell Laboratories. Increasingly, since the 1960s, work on such problems 
has combined an analytical attack with the development of algorithms for 
digital computation that have specifiable levels of accuracy and stability. 
For the most part, problems have been considered that have enough sym­
metry to be treated in two dimensions. 

In 1974, L. A. Shepp and B. F. Logan found a new application for the 
digital-filtering ideas discussed earlier in the context of signal processing­
computerized tomography. This technique, invented in England in 1972 
by G. N. Hounsfield,253 caused a revolution in medical diagnostic radiology. 
The Shepp and Logan paper gave the first published algorithm, based on 
digital filtering of the X-ray projection measurement data, that provided 
a general method for choosing appropriate filters and a simulation method 
for judging the performance. Their paper has been widely used in the 
computerized axial tomography (CAT) scanning industry, with resulting 
large improvements in resolution. 254 Applying similar methods, but using 
acoustic frequencies, which avoid ionizing radiation at some sacrifice of 
resolution, instead of X-rays, Shepp and J.B. Kruskal deduced the shape 
of the human vocal tract. 255 With the addition of stochastic elements they 
applied these techniques to the characterization of the irregularities and 
discontinuities in waveguides. 

Pioneer work on the finite element method in elasticity theory (and 
heat flow) was done in the 1960s by F. T. Geyling,256 and applications to 
the mechanical behavior of solid rocket motors and of motor cases during 
burning were made in connection with a military project. 

Zabusky at Bell Labs with Kruskal while at Princeton Universilty pi­
oneered in the analytical and computational study of those special solutions 
of nonlinear partial differential equations that led to solitary waves or 
solitons-waves that persist in form and do not spread as they travel. 257 
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Surface waves on deep water travel at a speed that varies as the square 
root of the wavelength. E. Y. Harper258 showed that this dispersive property 
implies a curious resonance condition with a moving ship. Traveling in a 
homogeneously random wave field (the equivalent of spatially "white" 
noise, i.e., showing a uniform spectrum), a ship will always move as 
though immersed in an enhanced traveling wave, moving in the same 
direction as the ship and passing the ship with a velocity, relative to the 
ship, that is equal to the ship's velocilty through the water. 

The theory of ordinary dlifferentialeiquations began with Isaac Newton's 
determination of the form of a planetary orbit. Orbital calculations became 
important to Bell Laboratories when-building upon the feedback and 
control systems that, first, steered anti--aircraft guns and, later, steered anti­
aircraft missiles-Bell Labo:ratories undertook to develop a guidance system 
for the launch of orbital vehicles. Geyling and A. J. Claus adapted smoothing 
and prediction techniques to the detEirmination of orbital elements from 
noisy observations-a version of a problem important in astronomy since 
the 18th century. Work in this domain ultimately led to a book by Geyling 
and H. R. Westerman on mathematical methods in celestial mechanics.259 

XII. ST A TISTICS 

Originally statistics was "state science," the collection and presentation 
of numerical information about such things as births and deaths, agriculture, 
and trade. The subject became of scientific importance in the 19th century 
when it became necessary to deal with the large variability exhibited by 
biological populations. Many of the standard techniques of statistical es­
timation and experimental design were worked out in the context of agri­
cultural experimentation. It was nolt until well into the 20th century 
that statistical methods w1~re applied to engineering and manufacturing 
problems. 

12.1 Statistical Foundations of Quality Assurance 

The origin and development of the techniques of quality control and 
quality assurance in the Bdl System have been described in Chapter 9 of 
the first volume of this series, subtitled The Early Years (1875-1925). As 
discussed there, one of the first important contributions was the control 
chart invented by W. A. Shewhart [Fig. 1-30] in 1925. His 1931 text, 
Economic Control of Quality of Manufactured Product, also contains several 
chapters on the problem of presentation of data, in which such basic 
techniques as the use of sample means and variances, regression and 
correlation, scatter plots, tables, histograms, and cumulative frequency 
polygons are discussed in the context of quality control. Other chapters 
contain material on sampling, sampling distributions (both under normal 
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Fig. 1-30. W. A. Shewhart, who established 
basic techniques for the presentation of statistical 
data and quality control. 

71 

and some non-normal assumptions, the latter being quite novel at that 
time), and estimation. Shewhart's book emphasized sound statistical meth­
odology. 

Another original innovation was the development by H.F. Dodge and 
H. G. Romig in the early 1940s of double-sampling inspection plans and 
later of continuous-sampling plans. Dodge and Romig were the first to 
recognize and exploit the fact that such schemes require, on the average, 
fewer observations than single sampling. During World War II, this idea 
was developed into the method of sequential analysis by A. Wald and his 
coworkers in the Statistical Research Group at Columbia University. The 
books by Wald and by Dodge and Romig at Bell Labs were among the 
first to appear in the prestigious Wiley Mathematical Statistics Series.260 

12.2 Statistical Methods 

An early worker in the application of statistical methods at Bell Labs 
was P. S. Olmstead, a physicist who joined Bell Labs in 1925. One of his 
interests was the development of simple statistical procedures, that were 
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later called "quick and dirty methods," in which computation is avoided 
as far as possible. He published papers on runs, in which only the signs 
of successive numerical observations are used, and on a simple test for 
association between two variables, in which the only computation involved 
is the counting of observations of various types. 261 Other early writers on 
statistical methods included E. C. Molina, R. P. Crowell, P. P. Coggins, 
and R. I. Wilkinson, who developed basic sampling theory (using Bayesian 
methods) and provided charts to aid in the determination of appropriate 
sample sizes.262 

For several decades classical statistics has meant the theory of hypothesis 
testing that was developed by J. Neyman and E. S. Pearson at University 
College, London between 1928 and 1938.263

•
264 In the simplest version of 

this theory, one assumes that there are only two possibilities for an ob­
servation that is about to be made: its probability distribution is either of 
a known form /i or of some other known form fi. These possibilities are 
termed the null hypothesis and the alternative hypothesis. The Neyman­
Pearson theory considers the choice of a rule for deciding, once the ob­
servation is made, whether /i and / 2 is truly the case. When such a rule 
is used, two kinds of error are possible; Neyman and Pearson called them 
errors of Type I and errors of Type II. A Type I error occurs when the 
null hypothesis / 1 is in fact true, but application of the rule results in '2 
being accepted; a Type II error occurs when the alternative hypothesis '2 
is in fact true, but the rule leads to accepting the null hypothesis fi. The 
Neyman-Pearson theory shows how to find a rule that minimizes the 
probabilities of the two kinds of errors. 

Many of the concepts in the Neyman-Pearson theory had forerunners 
in the work of Dodge and Shewhart at Bell Labs in the context of quality 
control. Dodge introduced the concepts of consumer's risk and average 
outgoing quality level (AOQL), in 1924 and 1927, respectively/ 65 that are 
closely analogous to the two types of error considered by Neyman and 
Pearson. In fact the Neyman-Pearson theory has been criticized for being 
too much a theory of economic behavior than a theory of inference. 

Shewhart had other reservations regarding the relevance of 1the formal 
Neyman-Pearson theory. In his 1939 book, he pointed out: "We must 
continually keep in mind the fundamental difference between the formal 
theory of testing a statistical hypothesis and the empirical testing of hy­
potheses employed in the operation of statistic control. In the latter, one 
must also test the hypothesis that the sample of data was obtained under 
conditions that may be considered random." 266 

This emphasis on the need for keeping statistical theory and practice 
in touch with reality has been a guiding principle in all subsequent work 
at Bell Labs. 

Another of Shewhart's interests was what subsequently came to be 
known as the robustness of statistical techniques, the study of the effects 
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of changes in the assumptions that underlie statistical techniques.m He 
investigated the joint distribution of the sample mean and sample standard 
deviation in samples drawn from two non-normal populations-namely, 
uniform (rectangular) and right triangular-and pointed out that the use 
of the statistic known as student's t, which is appropriate when the pop­
ulation is normal, would tend to give inaccurate (conservative) results in 
these cases. At about the same time in England, Pearson and his colleagues 
were beginning to study similar problems. In 1931, when Pearson studied 
the use of the analysis of variance in cases of non-normal variation, he 
used Shewhart's data to motivate and guide the discussion. 

While the techniques developed by Shewhart, Dodge, and Romig were 
concerned with technical engineering in the telephone industry, the wider 
relevance of their statistical approach was noticed. An address by C. A. 
Heiss to the Bell System Educational Conference in June 1926 surveyed 
some of the statistical problems of the telephone industry, with emphasis 
on "the business side of the industry." There were three main classifications 
or problems: 

1. Problems related to the analysis of current operations. These were 
problems connected with the statistical mechanism of current admin­
istrative control. 

2. Problems of economic research. These were problems involved in the 
study and analysis of economic conditions outside the telephone in­
dustry. 

3. Problems related to the anticipation of requirements. These were 
problems met in the broad work of planning in advance. 

In succeeding years, work went forward in each of these areas. For 
example, one activity of the Operations Research Center was the devel­
opment and dissemination of analytical forecasting methods. Work :in the 
economics area is described in Chapter 12 of this volume. 

The first person hired explicitly as a research statistician was M. E. Terry 
in 1952. One of Terry's early contributions was in the design and analy­
sis of an experiment on the development of the card translator for the 
No. 4A toll crossbar system (see Chapter 8, section 2.2 of another volume 
of this series, subtitled Switching Technology (1925-1975)). The card translator 
was an electromechanical device that stored routing data for nationwide 
dialing. 268 The data were stored in the form of holes punched in metallic 
cards; as dialed digitals were received, appropriate cards were dropped 
into position and the corresponding information was read by means of a 
light beam falling on phototransistor detectors. Of great importance in the 
development of this system was an understanding of (a) the time inti~rvals 
required to drop the cards into reading positions and (b) the maximum 
number of cards that a translator could operate reliably. 
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In the statistical study Terry considered variations in nine factors, in­
cluding the number of cards in a bin, the position of a particular card 
within a bin, the overall load on the machine, and the choice between 
three-digit and six-digit codes.269 Complex experimental designs were de­
veloped to study in detail the effect of varying these factors. Data on card­
dropping times were obtained by means of shadowgrams of the light 
output from two of the translator's light channels. It was found that in 
normal operation only two of the factors studied, the load on the machine 
and the number of cards in the working bin, had significant effects on the 
card-dropping times. However, even these effects were not large enough 
to warrant special consideration in loading the translators. It was concluded 
that the machine could operate efficiently with as many as 100 cards per 
bin, an increase of 20 percent over design objectives. 

12.3 Applications of Statistical Techniques 

Several early issues of the Bell System Technical Journal contain ap­
plications of statistical techniques. The first volume, in 1922., contained a 
study of the relation between rents and incomes and the distribution of 
rental values, using cumulative empirical distributions andl logarithmic 
probability plots; the second volume contained some graphical methods 
of smoothing data, using coded scatter plots.270

•
271 E. Dietz and W. D. 

Goodale, Jr., gave a mathematical study of the composite noise resulting 
from several random sources, and displayed probability plots of noise 
peaks in a typing room and from food trays in a cafeteria.272 RI. Wilkinson 
analyzed data relating to holding-time (call-length) measurements. 273 He 
displayed average holding times by hours for 45 days, and he exhibited 
diurnal and day-of-week effects. In a later study, Wilkinson studied the 
dialing habits of telephone customers.274 

As is evident from these examples, a common theme running through 
much of the work of Bell Labs statisticians has been an emphasis on 
graphical methods of display and analysis of data. Indeed much of the 
power of Shewhart's control-chart methodology derives from the fact that 
it is a graphical technique, readily understood by workers on the shop 
floor. This emphasis continued in the 1980s. Among Bell Labs contributions 
to the arsenal of graphical methods useful in the analysis of statistical 
data are stem-and-leaf displays, box plots, plots of residuals,, and plots of 
high-dimensional data.275 

12.4 Time-Series Analysis 

In 1922, I. B. Crandall and D. MacKenzie used resonance tubes to 
measure the frequency distribution of the energy of speech. 276 The sound 
spectrograph was developed in 1946 by W. Koenig, H. K. Dunn, and 
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L. Y. Lacy;277 a similar device, invented by W. R. Bennett, for displaying 
lag correlations appeared in 1953.278 

Modern digital methods of spectrum estimation were developed by 
M. S. Bartlett in England in 1948 and by J. W. Tukey [Fig. 1-31] and his 
collaborators at Bell Labs in 1949. Tukey has described how his work got 
started. 279 H. T. Budenbom had obtained some radar tracking records and 
wished to show a slide of the power spectrum at a technical meeting. 
Tukey calculated some sample autocovariances and obtained a rough es­
timate of the spectrum. R. W. Hamming suggested smoothing this estimate 
with weights (1/4, 1/2, 1/4). The striking success of this smoothing stim­
ulated the development of the sampling theory of spectral estimates; it 
also led to an understanding of the design relations essential for a proper 
application of the estimation techniques. Much of the jargon of this field 
derives from Tukey; in particular, he introduced the concepts and terms 
prewhitening, aliasing, tapering, bispectrum, and cepstrum. 

More recent contributions to time-series methodology included a set of 
procedures for smoothing, seasonal adjustment, and calendar adjustment 
of time series.280

'
281 These procedures give demonstrably more reliable 

Fig. 1-31. J. W. Tukey, who pioneered in 
the formulation of mathematical methods 
for statistical data analysis. 
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results than the Census Bureau X-11 program. Methods for robust esti­
mation of power spectra when the data is contaminated with bad values 
have also been developed. 282 

Tukey joined Bell Labs in 1945. While his formal training had been in 
chemistry and mathematics, his greatest impact at Bell Labs was on the 
development of statistics research. He collaborated with J. W. Cooley of 
IBM on a major breakthrough in 1965 with the publication of the Fast­
Fourier Transform (FFT), which is an ingenious and highly efficient method 
for regrouping the computations of Fourier coefficients that are needed in 
signal processing and in many other areas.283 It revolutionized much of 
engineering practice, making available many techniques that formerly 
would have needed prohibitive amounts of computation; for example, 
using FFT, speech spectrograms can be computed digitally in real time. 
Two issues of the IEEE Transactions on Audio and Electroacoustics (AU-15, 
June 1967, and AU-17, June 1969) were devoted entirely to the FFT. 

12.5 Statistical Computing 

When modem electronic computers became available in the mid-1950s, 
statisticians at Bell Labs were quick to exploit this new power. Terry, in 
particular, was influential in making the computer a useful tool in handling 
statistical data. In 1967, J. D. Gabbe, M. B. Wilk, and W. L. Brown published 
an analysis of an enormous mass of data on high-energy protons gathered 
by the Telstar satellite.284 This study involved fitting a nonliner model of 
some 80,000 observations, and made extensive use of graphical methods 
for analyzing the quality of the fit obtained. At about this time, libraries 
of statistical computing subroutines were developed at Bell Laboratories; 
the ST ATLIB computing library was accepted as the Bell System standard 
in 1978. 

In 1981, a flexible system for interactive statistical data analysis, called 
S, was developed. 285 As of this writing (1983), one version of this system 
runs under the UNIX* operating system and provides the user with an 
extremely convenient environment for statistical work, including powerful 
graphical output. Work aimed at providing an expert system in the domain 
of regression analysis was reported in 1982.286 

Research activity in statistics grew steadily over the years, and by the 
early 1980s embraced consulting in data analysis in such areas as business 
econometrics, management science, physical science and engineering, and 
psychology; research in statistical theory and methodology; and statistical 
computing, including a major emphasis on graphics. 

• Trademark of AT&T Bell Laboratories. 
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XIII. TRENDS IN THE INDUSTRIAL USES OF MATHEMATICS 

In 1964, T. C. Fry estimated the number of industrial mathematicians 
by counting the members of the American Mathematical Society employed 
by industry or the government. 287 By that standard, there was only one 
industrial mathematician, General Electric's Charles Steinmetz, in 1888, 
15 in 1913, 150 in 1938, and 1800 in 1963. In these 75 years the numbers 
followed approximately an exponential growth law, increasing about 12-
fold every 25 years. 

Paralleling the growth in numbers of mathematicians in industry, there 
has been a proliferation of applications of mathematics to engineering. 
Probability, formerly a specialty of statisticians and switching engineers, 
has found widespread usage in telecommunications. Noise theory and 
information theory helped to establish the use of probability in transmission. 
The old blocking problems have reappeared in a new guise as part of 
queueing theory. A typical queue might now contain parts of a computation 
waiting to be served by an arithmetic unit in a computer. Probability has 
become an essential part of operations research and game theory, both of 
which have many military and economic applications. Complex function 
theory, which assumed importance in studies of filters, networks, and 
stability, has continued to be useful, although the applications have changed 
somewhat as signal processing methods have changed from analog to 
digital. 

Partial differential equations form another analytical subject of inoreasing 
importance. Although Maxwell's equations once were the only partial 
differential equations of great telecommunications interest, many exist to­
day. They may describe solid-state electronic phenomena or manufacturing 
processes like crystal growth or the drawing of optical fibers. The importance 
of partial differential equations is closely linked with the development of 
computers capable of solving equations that once were hopelessly com­
plicated. 

Other branches of mathematics that have continued to find foequent 
use in telecommunications research are geometry, modem algebra, number 
theory, combinatorial analysis, graph theory, and mathematical logic. Typ­
ical applications include code design, cryptography, routing layouts for 
telephone lines or for printed circuits, efficient computing algorithms, and 
new telephone switching systems. 
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Chapter 2 

Communication Acoustics 

Sound is an effective means by which humans convey and assimilate in­
formation. Speech is a particularly useful form of sound, and the human vocal 
apparatus and auditory system are especially refined information processors. 
But sound in air is not suitable for communication at a distance. It must be 
converted into a more transportable form, such as an electrical signal. Com­
munication acoustics deals with the generation, transduction, transmission, 
processing, and perception of sound information, primarily for human com­
munication. It not only concerns fundamental phenomena in speech and hearing 
but embraces issues as varied as microphone and earphone design, conference 
telephone systems, human reaction to alerting signals (such as tone ringers), 
digital encoding and encryption of speech signals, echo cancellation in satellite 
circuits, computer synthesis of voice announcements, and machines actuated 
by human voices. 

I. RESEARCH FROM 1925 THROUGH 1950 

The period from 1925 through 1950 was an era in which advances in 
electronics opened new horizons for research and applications in acoustics. 
Electronic amplification and electrical filtering provided new tools for re­
search in speech and hearing. Talking pictures and electrical recording 
came into being, supported by new electroacoustic advances in micro­
phones, loudspeakers, and sound amplifiers. Overseas radiotelephone 
service began early in this period. Later on, flourishing research-built 
upon the new electronic capabilities-was, for a period, deflected into 
new directions by World War II, but afterward was quick to resume main­
stream directions in telecommunications. 

For acoustics research at Bell Laboratories, the period between 1925 
and 1950 can best be identified with Harvey Fletcher. [Fig. 2-1] For more 
than two decades, until his retirement in 1949, Fletcher led and influenced 
major portions of the Bell Labs acoustics effort. 

Principal author: J. L. Flanagan. 
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Fig. 2-1. H. Fletcher, who pioneered in research 
in hearing and psychoacoustics. 

1.1 Fundamental Research in Speech and Hearing 

From its beginning, research in speech and hearing emphasized the 
need to quantify speech and acoustic signals, and human listeners' responses 
to them, in ways that relate directly to the engineering design of voice 
communications systems. The research approach was to determine the 
physical dimensions of acoustic signals to which listeners are sensitive, to 
analyze and characterize these dimensions in speech, and to develop design 
criteria for transmission systems so that the perceptually important signal 
dimensions would be transmitted faithfully. 

The early work stressed hearing and psychoacoustics somewhat more 
than it did speech. In Fletcher's book, Speech and Hearing, first published 
in 1929, approximately one-third is devoted to the physical characteristics 
and analysis of speech, music, and noise, and the remaining two-thirds 
to hearing and perception. 1 Early hearing research concentrated on such 
concerns as the ear's sensitivity to sound intensity, periodicity, spectral 
distribution, subjective loudness, and the effects of the presence of com­
peting noise sources. Speech research focused largely on measurements 
of the acoustic power of speech signals, sound pressure distributions around 
a talker's head, and the spectral characteristics of speech sounds. 
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1.1.1 Sensitivity of the Ear to Sound Intensity, Frequency, 
and Spectral Distribution 

95 

One of the earlier perceptual studies was by R. R. Riesz who, in the 
mid-1920s, determined the sensitivity of the ear to changes in the intensity 
of sounds, specifically sinusoidal tones.2 Riesz's results showed that, at 
normal listening levels and in close comparisons, the ear can detect intensity 
changes of the order of 0.5 decibel (dB). Closely related to this differential­
intensity sensitivity is the human ear's absolute threshold of detectability. 
In 1933, L. J. Sivian and S. D. White, making use of carefully calibrated 
transducers, measured the monaural minimum audible sound pressure as 
a function of tone frequency and the minimum audible free-field sound 
pressure for binaural listening.3 Their results established norms for many 
audiometric studies. [Fig. 2-2] 

The frequency discrimination of the ear was also an early concern. 
Research by E. G. Shower and R. Biddulph in 1931 quantified the ear's­
remarkable ability to detect changes in tone frequency, changes that under 
favorable conditions can be as acute as about 1 hertz (Hz) in 1000 Hz or 
0.1 percent.4 Many subsequent psychoacoustic studies on the perception 
of pitch and timbre were stimulated by Shower's and Biddulph's results, 
and their data later provided design criteria for frequency stability in carrier 
telephony and sound recording. 
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Fig. 2-2. Minimum audible sound levels in decibels: (1) monaural minimum audible 
pressure; (2) binaural minimum audible field, 0-degree azimuth; (3) binaural minimum 
audible field, random horizontal incidence. [Sivian and White, J. Acoust. Soc. Am. 4 
(1933): 313.] 
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1.1.2 Subjective Loudness-The Fletcher-Munson Curves 

It was noted very early that two tones of the same sound pressure but 
of different frequencies did not necessarily have the same perceived loud­
ness. Fletcher and W. A. Munson [Fig. 2-3] measured this effect with 
human listeners and determined contours of equal subjective loudness for 
various magnitudes of loudness level. 5 Their data, known as the Fletcher­
Munson curves, formed the basis for frequency equalization and tone 
control in modern high-fidelity sound systems. 

Fletcher and Munson continued their research to derive a link between 
subjective and objective loudness levels. They derived the relation between 
the objective loudness level (measured in phons) and the subjective loudness 
(given in sones). 6 This loudness relation has provided the foundation for 
predicting the total loudness of complex sounds by determining the loudness 
of individual components. [Fig. 2-4] 

Fig. 2-3. W. A. Munson, who, along with H. Fletcher, mea­
sured subjective loudness of tones over the range of human 
hearing and later developed relationships that, from objective 
measurements of sound levels, allow the determination of 
subjective loudness. 
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Fig. 2-4. Contours of equal subjective loudness as a function of loudness level in phons. 
At 1000 Hz, 0 dB corresponds to a pressure of 0.0002 dyne/cm 2• [Fletcher and Munson, 
J. Acoust. Soc. Am. 5 (1933): 91.] 

1.1.3 Application to Hearing Aids 

An integral part of research in hearing was the assessment and quan­
tification of hearing loss. This research suggested telephone designs that 
could aid people with hearing problems and eventually led to the man­
ufacture by Western Electric of an electronic, body-worn hearing aid. 
Fletcher wrote in his book, Speech and Hearing, about the design and 
widespread use of the Western Electric Model 2A pure-tone audiometer, 
an acoustic measuring device for determining hearing impairment. This 
and subsequent instruments enabled demographic data on hearing loss to 
be accumulated in the United States. Seizing upon an exceptional oppor­
tunity for gaining information, J. C. Steinberg, H. C. Montgomery, and 
M. B. Gardner designed apparatus and procedures to administer voluntary 
hearing tests to visitors to the Bell System exhibits at the New York and 
San Francisco World's Fairs in 1939.7 Their results established base-line 
data for hearing assessment. [Fig. 2-5) 
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Fig. 2-5. Hearing loss for various age groups, from data obtained at the New 
York and San Francisco World's Fairs, 1939. 

1.1.4 Spectral Characteristics of Speech Sounds 

One of the earliest speech studies concerned the amplitude spectrum 
of periodic vowel sounds. Using oscillographic displays of speech wave­
forms, W. Koenig in the late 1920s measured amplitude values and man­
ually calculated the Fourier-series coefficients for the English vowel sounds. 
These and related studies revealed the importance of vocal-tract resonances, 
or formants, as information-bearing 1elements in speech. An exhaustive 
study of the formant structure of speech, however, awaited the development 
of the sound spectrograph some 20 years later and the intensive phonetics 
research of G. E. Peterson and H. L. Barney.8 

In another early study, H. K. Dunn and D. W. Farnsworth measured 
the sound pressure distribution around a talker's head to determine the 
directivity characteristics that would influence telephone transmitter de­
signs.9 [Fig. 2-6] Subsequently, Dunn and White quantified the spectral 
characteristics of conversational speech and established, in probabilistic 
terms, the dynamic intensity range that any voice-transmission system 
must accommodate. 10 These data formed the basis for the characteristics 
of the volume unit (VU) mEiter, used for control of signal level in recording 
and broadcasting. 

TCI Library: www.telephonecollectors.info



Communication Acoustics 

(--' 

Fig. 2-6. H. K. Dunn conducting acoustic 
measurement of the sound field around a talk­
er's head. [Dunn and Farnsworth, J. Acoust. 
Soc. Am. 10 (1939): 186.] 

1.2 Speech Analysis and Synthesis 

99 

In the mid-1930s, work on speech and hearing was expanded to include 
analysis/synthesis techniques for speech transmission. Initial efforts, guided 
by H. Dudley [Fig. 2-7] and E. Peterson, culminated in the development 
of a speech analyzer, called "vocoder," and an electrical speech synthesizer, 
named "voder," and led to the concepts of formant coding for speech 
transmission over reduced bandwidths. 

1.2.1 The Vocoder 

In conceiving the vocoder, Dudley recognized the "carrier nature of 
speech." 11 He observed that the speech signal is formed by modulating 
(with the slowly changing vocal resonances) the spectral shape of the 
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Fig. 2--7. I--1. Dudley, in research aimed at analyzing speech to reduce transmission 
bandwidth, conceived the vocoder, which took advantage of the fact that vocal 
resonances modulate human voice sounds. The reduced-bandwidth signal was then 
reconstituted in a type of talking machine called the voder. 

sound produced by vocal sources. The vocal sound sources may be periodic, 
as produced by vocal-cord vibration, or aperiodic, as produced by turbulent 
airflow at a constriction. 

The modulations in shape of the speech spectrum could, therefore, be 
measured in terms of the relative energy in contiguous filter bands, and 
the periodic (voiced) or aperiodic (unvoiced) sources could be characterized 
by a "pitch" detector (a frequency meter). The signal could be reconstituted 
(synthesized) from these data by allowing the spectral energy signals to 
amplitude modulate the respective outputs of an identical filter bank, 
which was excited by either a periodic pulse source or a noise source. 
Because the spectrum and excitation signals vary relatively slowly with 
time (and hence occupy little bandwidth), the vocoder could be used as 
a bandwidth reduction device for speech transmission. In fact, it could 
achieve speech transmission over about 300-Hz total bandwidth, a 10-
fold reduction in the conventional voice-channel bandwidth. [Fig. 2-8] 

While one of the original reasons for vocoder research was the hope 
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Fig. 2-8. The vocoder speech synthesizer. [Dudley, Riesz, and Watkins, J. Franklin Inst. 227 
(1939): 748.] 

of transmitting speech over early transatlantic telegraph cables, which 
were severely limited in bandwidth, the actual applications came in voice 
encryption for transmission privacy. It served defense communications in 
this capacity during World War II, and later it was used in more refined 
digital forms. 

1.2.2 The Vader 

The synthesizer component of the vocoder was essentially a talking 
machine driven by the narrow bandwidth spectrum and excitation signals. 
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These signals need not be derived directly from analysis of human speech, 
as Dudley, Riesz, and S. A. A. Watkins showed. 12 They produced the 
voder, an electrical synthesizer of speech that was operated by a human 
from a keyboard. A trained operator could make it speak reasonably in­
telligible utterances. The device's ability to amaze and amuse, while dem­
onstrating new scientific principles and understanding, made it a natural 
choice for inclusion in the Bell System exhibits at the New York and San 
Francisco World's Fairs of 1939. [Fig. 2-9] 

1.2.3 The Formant Vocoder 

The remarkable achievements of the voder and vocoder sparked related 
interest in bandwidth-conserving methods of speech transmission. Munson 

Fig. 2-9. Exhibit of the voder at the New York World's Fair, 1939. 

TCI Library: www.telephonecollectors.info



Communication Acoustics 103 

and Montgomery were among the first to recognize in 1950 that the spec­
trum-defining signals of the channel vocoder are not linearly independent. 13 

They proposed and implemented the first formant vocoder, a device to 
estimate the frequency and amplitude of the major spectral resonances, 
or formants, of the speech signal. From the formant data, all other values 
of the amplitude spectrum could be deduced. Their work was soon com­
bined with first efforts, carried on by E. Peterson, to devise an automatic 
means for solving the difficult problem of formant extraction from connected 
speech.14 

1.3 Acoustics in Military and Defense Problems 

With the beginning of World War II and the subsequent involvement 
of the United States, many of the scientists who were doing speech, hearing, 
and transmission research were called upon to contribute their acoustics 
expertise to military and defense problems. Only parts of this story will 
be covered here; for a more complete account see Chapters 4 and 8 of an 
earlier volume in this series subtitled National Service in War and Peace 
(1925-1975). 

People under Fletcher were given several acoustics projects. The largest 
and perhaps the most urgent was the development of an acoustic homing 
torpedo for defense against submerged submarines. The torpedo, designated 
Mine Mark 24, was to be dropped by aircraft and to have vertical and 
horizontal control.15 The prototype model was completed in less than 11 
months and was successfully demonstrated in Long Island Sound off New 
London, Connecticut. Guidance for depth and azimuth was achieved 
through an array of four hydrophones set 90 degrees apart around the 
body of the torpedo. Sound shadowing at high frequencies provided the 
differential signals needed by the servo motors to operate the directional 
fins and home on the source of sound. 

Another project was the design and fabrication of an air-raid siren of 
sufficient power and range to alert metropolitan areas. The work resulted 
in a 40-kilowatt acoustic siren, which was driven by an air compressor.16 

The siren produced sound pressure levels in the range of 90 dB over most 
of lower Manhattan. Subsequently the design was further improved, and 
the siren was manufactured by the Chrysler Corporation. 

Other acoustics research during the war years produced a sound-locating 
set, designated GR-6, that was designed and implemented by Munson, 
F. K. Harvey, and S. Balashek (reported in an internal memorandum). The 
equipment utilized two arrays of three microphones each and a magnetic 
recorder for recording the arriving sound from a distant gunshot. When 
the equipment was properly sited, the measured differencesin arrival times 
of the sound were used with a specially designed slide rule to compute 
the position of the firing gun. Sound Locating Set GR-6 was put into 
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service and was reported to have been effective in locating active gun 
emplacements, especially mortars, at ranges up to several thousand yards. 

Concomitantly, others considered speech transmission problems. The 
earlier work on the vocoder formed the basis for a speech-secrecy system, 
Project X (also known as the "Sigsaly" system), for encrypting the vocoder 
channel signals for transmission. The system depended upon a scrambling 
key that was recorded as 12 separate functions on a phonograph disc. A 
similar disc, run in synchronism at the receiver, allowed the encrypted 
channel signals to be recovered. 

Researchers with expertise in radio transmission development were 
drawn to acoustic techniques to analyze intercepted radio information. 
Initial work on thEi sound spectrograph, later to be a valuable tool for 
speech analysis, was stimulated by the need for machine aids in identifying 
a given radio operator's "fist," or personal characteristics in manually 
transmitting Morse code with a key. Tracking the whereabouts of identified 
operators gave valuable information on the movements of field units. 

With cessation of hostilities in 1945, all these researchers made the 
transition to peacetime activities and again took up their normal respon­
sibilities in telecommunications research. 

1.4 Phonetics Research 

Substantial postwar interest centered on turning defense-catalyzed de­
velopments to purposes of civil telephony. Several of these interests related 
to phonetic analysis, speech perception, and speech production. 

1.4.1 Articulation Index 

Formal articulation testing was born in part by the need to characterize 
degradations in speech transmission from aircraft and tanks. Expanding 
and quantifying these techniques, N. French and Steinberg originated the 
concept of the Articulation Index.17 This index, widely used in derived 
forms, predicted the intelligibility of a speech transmission system from 
its measured frequency :response, dynamic range, and masking noise 
spectrum. 

1.4.2 The Sound Spectrograph 

The extensive wartime interest in sound spectrography resulted in a 
valuable peacetime tool--the sound spectrograph. This instrument, put 
into refined form by Koenig, Dunn, and L. Y. Lacy, became a staple in 
phonetics laboratories throughout the world.18 It permitted detailed, graphic 
representation of short-time speech spectra in a form that revealed im­
portant temporal and spectral properties, such as stop articulation and 
formant frequency. [Fig. 2-10) G. E. Peterson and Barney, using the sound 
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spectrograph, made comprehensive studies of the formant structure of 
vowel sounds. 19 Their analysis was so complete that the results became 
the definitive specification of formants for English vowel sounds. Their 
experimental design was later duplicated for several other languages. 

1.4.3 Visible Speech 

The real-time sound spectrograph-called the direct translator-was 
devised by Riesz and L. Schott.20 This device provided visual displays of 
running speech and could be used as a speech perception aid by deaf 
persons. This instrument, together with its graphic cousins, allowed R. K. 
Potter, G. A. Kopp, and H. C. Green to conduct extensive studies on 
visually characterizing speech sounds. Their landmark book, Visible 
Speech, 21 became a classic reference on speech spectrography. In tests with 
an experimental class, Potter, Kopp, and Green found that visual assim­
ilation of speech in real time was exceptionally difficult, but that humans 
could acquire word vocabularies with about the same facility as in learning 
a foreign language. 

1.4.4 Vocal-Cord Behavior 

Characterization of vocal-cord function was recognized to be funda­
mental to understanding speech production and synthesis. Farnsworth 
pioneered in direct observation of vocal-cord motion using high-speed 
motion pictures of cord displacement during phonation. 22 His films became 
classic references in phonetics courses. 

R. L. Miller devised a unique method for studying the acoustic properties 
of the vocal-cord sound wave.23 He designed an electronic system with 
variable filters that provided a frequency response inverse to the vocal­
tract resonances, thereby removing the vocal-tract effects from the speech 
wave and placing the excitation source in evidence. These acoustic results 
could then be related to Farnsworth's data on vocal-cord motion. 

1.5 Electrical Analog Models in Speech and Hearing 

The concept of modeling one-dimensional acoustic wave motion by 
analog electrical transmission lines was conceived and used in two re­
markable ways-one for simulation of acoustic properties of the vocal 
tract, and one for simulation of inner-ear behavior. 

1.5.1 Transmission-Line Model of the Vocal Tract 

In 1950, Dunn analyzed the acoustic properties of the vocal tract in 
terms of a one-dimensional, nonuniform transmission line.24 He substan-

TCI Library: www.telephonecollectors.info



Communication Acoustics 107 

tiated his theory by constructing an electrical transmission-line synthesize1 
the control elements for which were direct analogs of articulatory param­
eters, such as mouth opening and tongue constriction. His theory and 
experiment established the quantitative basis for speech formants, and his 
work had notable impact on speech synthesis research over the next two 
decades, both domestically and internationally. 

1.5.2 Transmission-Line Model of the Inner Ear 

The immense value of transmission-line theory (as developed over many 
years in electrical engineering) in characterizing analogous behavior of 
acoustic systems was also utilized in 1950 by L. C. Peterson and B. P. 
Bogert. 25 They performed a one-dimensional wave analysis of the acoustic 
and mechanical behavior of the basilar membrane in the inner ear-the 
sensory mechanism that gives the ear its ability to function as a frequency 
analyzer. They developed a theory and confirmed it by constructing an 
artificial basilar membrane (an electrical transmission line) that gave quan­
titative understanding to physiological experiments conducted earlier by 
G. von Bekesy of Harvard University. 

1.6 Studies of Sound Propagation: Diffraction, Absorption, 
and Acoustic Lenses 

While the main thrust of communications acoustics in early Bell Labs 
research was voice communications, related issues of sound propagation 
frequently entered. 

In 1946, F. M. Wiener developed new theory and performed confirming 
experiments on sound diffraction around the human head and on sound­
pressure distribution in the ear canal. 26

'
27 In 1947, Sivian published fun­

damental measurements on sound absorption in gases. 28 Capitalizing on 
previous experience in microwave antennas for telephone communication, 
W. E. Kock and Harvey undertook, in 1948, studies on sound refraction 
by periodic structures and on the design of acoustic lenses. 29 In 1951, Kock 
and Harvey also devised a novel technique for visualizing the directivity 
patterns of acoustic horns and lenses. 30 They used a field-scanning mi­
crophone, the output of which modulated the illumination of a gas-dis­
charge lamp co-located with the microphone. The lamp, in tum, exposed 
a photographic film. The spatial-intensity pattern of sound focused by a 
lens could therefore be recorded. Further, by electrically adding the source 
driving signal to the microphone output, phase cancellation and rein­
forcement could be obtained as the microphone moved in distance from 
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the lens. The "stroboscopkally" stopped wave fronts (of a freely propa­
gating wave) could then be recorded on the film. [Fig. 2-11) 

1.6.1 Quartz Crystal Oscillators and Filters 

One of the most fundamental tasks of the Bell System as a common 
communications carrier was the combining and simultaneous transmission 
of a great many messages over a single long-distance channel, such as 
coaxial cable or microwave radio. Precise electrical filtration is required to 
combine the many individual speech signals into a single, wideband signal 
and to separate them after transmission. 

The wave filters requir,ed for this task must have high stability and 
frequency selectivity. In the 1940s, W. P. Mason and his collaborators 
pioneered in the application of especially cut quartz crystals for this pur­
pose. 31 Their designs contributed to the economical development of wide­
band carriers for high-capacity telephone systems. 

These systems also required extremely stable, yet economical, oscillators. 
Mason introduced approp:riately cut quartz crystals to achieve frequency 
stabilities of 1 part in 109 over long periods of time. This early work of 
Bell Laboratories led ultimately to the widespread use of quartz crystals 
in modem clocks and wristwatches and to the emergence of the quartz 
crystal industry. 

1.6.2 Wave Filters with Distributed Elements 

As early as 1927, Mason filed a patent for a wave filter using distributed 
rather than "lumped" elements. 32 In one such filter, sections of coaxial 
transmission lines were employed for the first time. Distributed-element 
filters have since been widely used in radio, television, and microwave 
transmission. Discrete versions of distributed-element filters have also 
played an increasing role in digital filte:ring for speech synthesis and acoustic 
signal processing. 

1.7 Stereophonic Sound 

Even the first research in binaural (two-ear) hearing showed the human's 
ability to locate the direction of sound sources. This ability and the more 
complex spatial percepts, :such as apprehending the distributed nature of 
an orchestral source or appreciating the volumetric mixing (by reverberation) 
of complex sounds in an auditorium, depend critically upon the signals 
received at the two ears. Reproductilon of some of these natural effects 
was the goal of stereophonic transmission. 

In 1933, Fletcher and his colleagues joined with conductor Leopold 
Stokowski and the Philadelphia Orchestra to demonstrate live transmission 
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(a) 

(b) 

Fig. 2-11. Wave crests in sound beams. (a) Sound beam from a 6-inch aperture 
horn loudspeaker, showing fairly flat wavefronts. (b) Introducing a diverging 
acoustic lens in front of the horn's aperture converts the straight wavefronts 
into spherical wavefronts. 
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of stereo sound from Philadelphia to Washington.33 Also in the 1930s, 
this interest resulted in the design of recording techniques by A. C. Keller, 
who produced the precursors of high-fidelity stereo disc records that were 
later to become a thriving industry. 34 

II. RESEARCH SINCE 1950 

The period after 1950 brought digital techniques to the fore. The evo­
lution was influenced in part by the extensive new understanding of pulse 
circuitry developed for radar systems during the war years. (Bistable and 
free-running multivibrators, as designed for pulse-shaping and timing duties 
in a microwave radar, made good counters, shift registers, and clocks for 
digital processors.) Also, the reliability and low power consumption of 
transistors permitted circuit complexity and sophistication previously im­
possible, so that the logical operations of binary computation could be 
realized successfully. Joining with these emerging capabilities was new 
work in sampled-data theory, or ways to represent continuous signals by 
time-discrete, amplitude-quantized samples. This period, therefore, wit­
nessed the rapid emergence of solid-state digital computers and the tech­
niques for simulating and testing continuous physical systems by numerical 
methods. 

Acoustics research was quick to capitalize on these new tools. A new 
idea could be rapidly tested by numerical simulation in a high-speed digital 
computer rather than through laborious design and construction of special 
laboratory hardware.* Hardware capability could be largely reserved for 
special computer facilities, for prototype constructions, and for electro­
acoustic systems. This mode of operation also meant that a wider variety 
of research issues could be attacked in a shorter span of time. Under the 
leadership of J. R. Pierce and E. E. David, Jr., who strongly fostered the 
use of computer tools, the acoustics research of this period ranged broadly 
over fundamental speech analysis and synthesis problems, low-bit-rate 
transmission of speech, information coding in the auditory system, per­
ceptual evaluation of sound, electroacoustic transducer design, digital-filter 
design, adaptive echo-canceller implementation, and, to a lesser extent, 
room-acoustics studies. 

• Actually it might be claimed that acoustics research pioneered in techniques for digital 
simulation. The development of digital filters stemmed largely from speech processing research 
and from digital techniques for speech synthesis. Refinements in spectral analysis (such as 
the Fast Fourier Transform) and fast convolution were prompted by digital simulation of 
speech communications systems. 
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Large-scale integration of solid-state circuits also became feasible, and 
speech technology eventually moved toward a stance where digital sim­
ulation and final electronic implementation are nearly the same, namely, 
a microprocessor chip. 

2.1 Computers in Acoustics 

One of the first issues in processing real-world signals by computer­
simulated systems involved conversion of the signals from analog to digital 
representation and, afterward, back to analog (A/D and D / A conversion). 
An initial system for digital conversion and recording was designed and 
built by David, M. V. Mathews, and H. S. McDonald. 35

•
36 Almost at once 

the application of the computer to acoustic simulation and to speech analysis 
produced useful results. Mathews experimented with coding of speech 
waveforms by passing prescribed curves through selected sample points, 
such as the maxima and minima in the waveforms. 37 J. L. Flanagan cal­
culated Fourier transforms for the acoustic volume velocity at the vocal 
cords to establish the spectral characteristics of the voiced sound source. 38 

The computer similarly aided visual research on bandwidth reduction for 
picture transmission. 

2.1.1 Block Diagram Compiler 

The evolving computer technology required easy-to-use programming 
methods, and one of the first tools created was a software compiler system 
called BLODI (for Block Diagram Compiler), designed in 1961 by J. L. 
Kelly, Jr., C. Lochbaum, and V. A. Vyssotsky. 39 This program package 
allowed computer simulation of simple transmission systems using pro­
gramming statements directly related to terms familiar to the engineer, 
namely a functional block diagram of the system. 

Using this compiler, M. R. Schroeder and B. F. Logan demonstrated 
"colorless" artificial reverberation and stereophonic sound. 40

•
41 They also 

produced by simulation a 2:1 bandwidth-reduction system called the "har­
monic compressor." 42 The system utilized 160 sharply tuned filters pro­
grammed in the simulation. Design details for the harmonic compressor, 
which could also accelerate speech signals by a factor of two, were made 
available to the American Foundation for the Blind, and a hardware system 
was implemented for the foundation's :recorded-books program. 

2.1.2 Digital Filtering 

Sophisticated wav~ filtering was a basic need in establishing the tech­
niques of digital simulation. The whole field of digital filtering emerged 
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from this need. The first efforts in digital filtering were to devise digital 
equivalents for most of the well-known classical wave filters, such as the 
Butterworth, Bessel, and elliptic forms. These designs typically were spec­
ified in terms of poles or singularities of the sampled-data equivalent 
(z-transform) of the classical filter transmission function. Then the filter 
could be realized numerically by recursive calculations that produced the 
correct singularities .. In 1964, J. F. Kaiser and R. M. Golden were leaders 
in establishing these techniques for classical designs.43

•
44 In 1974, L. R. 

Rabiner developed a completely new area of digital filter design based 
upon transversal (finite impulse response) filters.45 

With these and related advances, digital computers became the laboratory 
wherein speech research was conducted, at least up to the point where 
human auditory assessmernt was required. It rapidly became commonplace 
to simulate complete trarn;mission processes or signal-analysis functions 
for research studies as varied as bandwidth conservation, pitch extraction, 
inner-ear mechanics, and sound transmission in rooms. 

2.1.3 Interactive Computation 

As the cost and size of computers declined with advances in their 
design, small computers could be dedicated to laboratory experiments for 
on-line interactive c:omputation. In 1960, P. B. Denes46 initiated this use 
of interactive laboratory computation with studies of inverse filtering to 
obtain the vocal-cord waveform, producing a digital implementation of 
Miller's 1959 study. 47 Applications of laboratory computation expanded 
rapidly as computer costs continued to decline and arithmetic capability 
increased. Dedicated computers became common fixtures in speech research 
laboratories in the late 1960s. 

2.2 Systems for Speech Tra111smission 

The earlier advances oJf the vocoder and the voder stimulated broad 
interest in efficient representation of speech signals. The earlier work sug­
gested that sizable transmission economies (as much as a factor of ten) 
might be achieved by appropriate analysis and coding of the signal. The 
versatility of the digital computer and the possibility of using sampled­
data theory to represent continuous systems made computer simulation 
an attractive means for rapidly implementing and testing new ideas for 
speech transmission. 

2.2.1 Computer Simulation in Vocoder Design 

A particularly difficult problem in vocoder implementation was obtaining 
accurate detection of voiere pitch. This parameter was susceptible to in-
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terf erence by noise in the input speech and was often talker-dependent, 
being obtained more accurately for some talkers than for others. Around 
1960, David, Schroeder, and Logan proposed the voice-excited vocoder 
as a solution to the problem of pitch extraction.48 

In this system a low-pass band of the original speech was transmitted 
intact, along with the spectrum-defining signals of the conventional vo­
coder. This system was implemented for computer simulation, using the 
digital filter designs of Golden.49'50 Its transmission performance was mea­
sured in listening tests and was shown to produce voice quality comparable 
to a conventional telephone channel while achieving a three-to-one saving 
in transmission bandwidth. The system was constructed in analog hardware 
by A. J. Prestigicomo and was tested on transatlantic cable circuits. This 
same voice-excited vocoder technique was later used by Schroeder and 
David to transmit a 10-KHz bandwidth, high-quality signal over a 3.5-
KHz channel.51 

Another effort to solve the pitch tracking problem utilized J. W. Tukey's 
concept of the "cepstrum" (the Fourier transform of the log-amplitude 
spectrum) to obtain accurate pitch measurement. The fundamental peri­
odicity of voiced speech is manifested as a pronounced peak in the cepstrum. 
In 1964, A. M. Noll made computer simulations of a complete vocoder 
system to demonstrate the superior properties of pitch detection by cepstrum 
computation. 52 

Also around 1960, the concept of the formant vocoder, pioneered by 
Munson and Montgomery, was pursued by computer simulation. C. H. 
Coker, using a dedicated laboratory computer, implemented an automatic 
formant tracker and a hardware synthesizer that operated as a real-time 
transmission system.53'54 Because formant data are more concise than 
channel vocoder signals, the system achieved a bandwidth reduction on 
the order of twenty to one. While maintaining intelligibility, this degree 
of reduction also reduced voice naturalness and speaker recognition, a 
typical occurrence in all systems of very low transmission rate. 

In 1965, Flanagan invented and demonstrated the phase vocoder as a 
means for achieving moderate bandwidth conservation with good quality 
transmission. This device, like the voice-excited vocoder, obviated the 
pitch extraction problem. But, because it represented the signal in terms 
of both the short-time amplitude and phase-derivative spectra, it could 
also be used to change the time scale of the speech signal (make it either 
faster or slower) by arbitrary factors. This system was implemented by 
computer simulation using Golden's filter designs, and was demonstrated 
to provide analog band saving of the order of three to one.55

'
56 Later, full 

digital implementations were made, and transmission was demonstrated 
for digital bit rates in the range of 7.2 to 16 kilobits per second (kb/sec). 
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The quality achieved was comparable to delta modulation, which required 
approximately twice these transmission rates. Also later, the theory of the 
phase vocoder was expanded into a general form for parametric description 
of speech signals. 

In 1967, B. S. Atal, Schroeder, and S. L. Hanauer conceived the method 
of linear prediction as an improvement for characterizing the amplitude 
spectrum of speech. 57

'
58 TI1e strength of the linear prediction coefficient 

(LPC) method stemmed from its approximating, in a least-squares sense, 
the short-time speech spe,ctrum envelope by an all-pole model of the 
signal. Coefficients for the model were updated periodically, typically at 
intervals of about 15 millisEiconds (ms), and vocoders utilizing this spectral 
description gave improved performance over other pitch-tracking vocoders 
for transmission rates down to the 2.4-kb / sec range. For higher transmission 
rates, typically 9.6 kb/sec, linear prediction was used along with its residual 
prediction error signal to aC'hieve voice transmission of exceptionally good 
quality. This method was termed adaptive predictive coding (APC). Both 
the LPC vocoder and the APC system were later adapted by the military 
for special communications applications. 

Applications of the LPC characterization expanded into numerous uses 
related to low-bit-rate transmission of voice. The all-pole description proved 
valuable in later work on speech recognition and speaker identification. 
Also subsequently, the linear prediction method was applied by Atal to 
a vocoder method in which multiple pulses in successive time intervals 
were used to optimally describe the residual prediction error signal. 59 The 
method, termed multipulse LPC, was especially attractive for voice storage 
and announcement applications. Again, throughout these studies, simu­
lation by computer was the tool by which designs were initially imple­
mented and tested. 

2.2.2 Echo Cancellation 

In a telephone circuit, the final four-wire to two-wire junction (usually 
the subscriber loop) is difficult to balance in impedance level because the 
final link may have a vari,ety of characteristics. A bridge transformer, a 
hybrid, typically is used for this junction, and because of the impedance 
imbalance some recEiived signal leaks around the junction and is returned 
to the sender. If thei circuit has significant delay, such as a synchronous 
satellite path, the returned signal is heard by the sender as a distinct echo. 
The echo, if not attenuated or eliminated, significantly interferes with two­
way conversation. 

Around 1965, Kelly and Logan conceived the idea of an adaptive trans­
versal filter that, by correlation measuriements on the received and returned 
signals, could cancel the signal that leaked around the offending hybrid. 60 

They, and subsequently M. M. Sondhi, established by computer simulation 
the design and theoretical :stability of such an "echo canceller." 61 Sondhi 
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and A. J. Presti constructed a working hardware model of the canceller, 
which was passed on to the development organization. 62 [Fig. 2-12] Some 
time later, with the advance of microelectronics, this adaptive echo canceller 
was widely deployed in the telephone plant in the form of a single integrated 
circuit chip, designed by D. L. Duttweiler.63 

2.2.3 Digital Waveform Coding of Speech 

As digital transmission evolved in the telephone plant, pulse-code mod­
ulation (PCM) was the initial format used, transmitted typically at 56 to 
64 kb/sec. But these rates were known to be higher than needed for voice 
information. Therefore, research studies were conducted to design simple, 
economical encoders that could improve transmission efficiency by factors 
of two to three. 

In 1970, N. S. Jayant analyzed the properties of a delta modulator (DM) 
that could adaptively change its quantizing step-size to accommodate time­
varying properties of the voice signal. 64 He demonstrated adaptive delta 
modulation (ADM) between 20 and 60 kb/sec, and his results directly 
influenced the design of experimental codecs (coder/decoder) used with 
the first digital subscriber loop systems. [Fig. 2-13] 

In 1973, Flanagan suggested the concept of adaptively quantized dif­
ferential PCM, or ADPCM. With P. Cummiskey and Jayant, he carried 
out computer simulations to demonstrate good performance at coding rates 
in the range of 24 to 32 kb/sec. 65 Jayant analytically derived stability 
criteria for the adaptive quantization, and Cummiskey constructed real­
time hardware to demonstrate the codec in the laboratory. Subsequently, 
refined designs of ADPCM found application in voice storage and voice 
answer-back systems, as well as in digital voice terminals. [Fig. 2-14] The 
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Fig. 2-12. Block diagram for the adaptive echo canceller. 
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Fig. 2-13. J. L. Flanagan conducted and led 
research in digital speech processing. He ini­
tiated work that resulted in adaptive differ­
ential pulse code modulation (ADPCM) and 
in systems for automatic speech and speaker 
recognition. He originated computer tech­
niques for modeling the acoustics of human 
speech generation, providing a comprehen­
sive basis for digital speech synthesis. 
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Fig. 2-14. Encoder and decoder for digital voice transmission by ADPCM. At the encoder, 
the step-size of the quantizer is automatically adjusted to reduce quantization error. The 
same step-size adjustment, determined from the transmitted digital signal, is also made at 
the decoder. 
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fundamental ADPCM concept, further refined by development to accom­
modate voice-band data signals, was later incorporated into specifications 
of the Comite Consultatif International Telegraphique et Telephonique 
(CCITT) for a worldwide standard on 32-kb/sec transmission. 

As a consequence of differing code formats that might be used in digital 
systems, attention was directed towards finding a means for converting 
directly (with digital logic) among differing code formats. D. J. Goodman 
and Flanagan conceived and demonstrated direct conversion among PCM, 
DM, and ADM. 66 Flanagan invented a technique for direct conversion 
between ADPCM and PCM, and this technique was applied to efficient 
voice storage in computer memories for voice-response purposes. 

Another technique was conceived in 1976 by R. E. Crochiere, S. A. 
Webber, and Flanagan for achieving good transmission quality with mod­
erate savings in digital rate. Called subband coding (SBC), this technique 
divided the signal spectrum into contiguous bands and adaptively quantized 
each independently. 67 Quantizing noise was therefore confined to a small 
spectral width instead of spreading over the whole spectrum. The SBC 
technique was applied to the transmission of telephone bandwidth voice 
at 24 kb/sec, and to the transmission of amplitude-modulated (AM) radio 
commentary grade signals (0- to 7-kilohertz bandwidth) at 56 kb/sec. 

2.3 Speech Synthesis by Computer 

The expanding capabilities of the digital computer also made it an 
attractive tool for studies in speech synthesis. One of the earliest efforts 
built upon the use of formant resonances as the synthesis medium. In 
1960, Kelly and L. J. Gerstman implemented a complete formant synthesis 
system on the large central computer of the Bell Labs computer center. 68 

Phonetic input sequences that could be specified on punched cards were 
transformed into smoothed control functions for three formant resonators 
and for pitch and voiced/unvoiced control (all implemented in the pro­
gram). The transformation was based upon data measured from natural 
human speech. While the machine spoke with all the attributes of an 
automaton, it was able to cope with most input sentences that had been 
appropriately converted into a phonetic transcription. In 1967, an issue 
of the Bell Laboratories Record magazine included .:i demonstration disc 
recording on the system. 69 

Subsequently Kelly, with Lochbaum, modified the synthesizer com­
ponent to a distributed transmission-line model, described in terms of 
reflection coefficients along the vocal-tract length, and demonstrated one 
of the first computer-synthesis systems using a vocal-tract model.7° Kelly's 
reflection-coefficient characterization of the nonuniform vocal tract widely 
influenced other work of the time, and later contributed to the represen­
tation of LPC parameters as vocal-tract area ratios. 
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2.3.1 Synthesis from Printed Text 

An ultimate ambition in speech synthesis is a machine that converts 
unrestricted printed English text into the spoken equivalent. Using a ded­
icated laboratory computer, Coker designed the initial form of such a 
system in 1968.71' 72 Coker's system included several components: a pro­
nouncing dictionary (Webster's Seventh Collegiate) stored on disk file, pro­
grammed rules for English 5,yntax, a dynamic model of articulation (to 
produce time-varying, vocal-tract area functions), and a hardware formant 
synthesizer external to the computer. Thi~ computer sent to the synthesizer 
the computed resonances, pitich, and voked/unvoiced information to syn­
thesize continuous speech. Albeit with automaton-like quality, the machine 
could speak virtually any English text composed from words contained in 
the dictionary. [Fig. 2"-15] Follow-up improvements utilized linguistic rules 
for voice pitch and sound duration, established by N. Umeda, and a hard­
ware digital-filter synthesizer to supplant the original analog model. This 
system was notable in that it was among the first to speak unrestricted 
printed text by calculating the synthetic signal from first principles, using 
no vestige of stored human speech. 73 

A subsequent alternative effort in text-to-voice conversion eliminated 
the need for a stored pronouncing dictionary and converted English graph­
emes into phonetic symbols by programmed rules. J. P. Olive produced 
a text-synthesis system that used a formant synthesizer whose control 
signals were obtained from a library of stored "dyad" elements-partial 
syllables that were analyzed from natural speech-and whose grapheme­
to-phoneme conversion was performed by rules designed by M. D. 
Mcllroy.74•75 Pitch and excitation information were calculated using linguistic 
data produced by Olive and M. Y. Liberrnan.76 The system was constructed 
compactly from a dedicated minicomputer and a digital synthesizer. 

2.3.2 Vocal-Cord/Vocal-Tract Models for Speech Synthesis 

The original vocoder model of the speech signal, promulgated by Dudley, 
did not permit acoustic interaction between sound source and resonator 
system. Limitations in voice quality were imposed by this characterization. 
Stimulated by the possibilities for representing more of the detailed physics 
of speech sound generation in a signal model, Flanagan, in 1968, formulated 
a computer model for the self-oscillating vocal cords and for the acoustically 
coupled vocal tract. He and L. Landgraf synthesized steady-state speech 
sounds using this physiologically detailed computer model.77 They dem­
onstrated natural, sustained vibration of 1the cord model, driven by Bernoulli 
pressures in the glottal orifioe, and they produced physiologically realistic 
excitation of the programmed vocal tract. 

K. Ishizaka and Flanagan expanded the effort in 1972 to a two-mass 
formulation for the cords and incorporated further physiological detail 
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Fig. 2-15. Computer speech synthesis. (a) Computer system for speech synthesis directly 
from printed English text. (b) Representation of vocal-tract shape by articulatory parameters. 
[Flanagan, J. Acoust. Soc. Am. 51 (1972): 1385.) 

into the tract model. Finally, with K. L. Shipley, they demonstrated in 
1975 a complete speech-synthesis system based upon the interacting cord 
and tract models.78 [Fig. 2-16] The system represented a first departure 
from the original source-system model of the vocoder, and pointed a new 
direction for achieving higher quality voice coding at very low bit rates. 

2.4 Studies in Sound Generation, Propagation, and Reverberation 

Digital simulation and computation also opened new vistas for acoustic 
studies related to communications. These included the areas of underwater 
sound, room acoustics, and musical acoustics. 
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Fig. 2-16. Speech synthesis based on a model of the vocal-cord and vocal-tract systems. 

2.4.1 Sound Propagation in the Ocean 

During a brief period in the mid-1960s, acoustics researchers were drawn 
back into work on underwater sound, primarily because of their expertise 
in digital processing and in the use of the computer for acoustic signal 
analysis. In one of these studies, Sondhi used geometric acoustics and 
computer graphics to produce motion pictures of soundwave propagation 
in the ocean. Ray propagalion was determined by applying Snell's law of 
refraction to the undersea velocity profile, which typically exhibits a wave­
guiding velocity minimum at a depth of about one mile. Schroeder char­
acterized the "volume focusing" properties of matched filters to show that 
a volume selectivity of dimensions comparable to a wavelength could be 
obtained from multiple receivers. Using these results, Flanagan, Landgraf, 
and D. J. Maclean, Jr. programmed a large-scale digital computer to produce 
matched-filter processing of the output of underwater hydrophone arrays. 
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This technique gave the array a steerable volume selectivity and a sensitivity 
that surpassed the detection capabilities of conventional beam-forming 
arrays. 79 The computer techniques of these studies pointed the way to 
increased sophistication in digital processing of undersea signals. 

2.4. 2 Room Acoustics 

The computer was also used in the study of room acoustics to model 
the reverberation characteristics of a given room or concert hall. The classic 
scale-modeling methods using light rays and ultrasonic waves were there­
fore supplanted. To a certain extent, the computer could model room 
reverberation using a program based upon geometric acoustics, calculate 
a room impulse response, and process real signals by controlling them 
digitally with this impulse response. This allowed the room or auditorium 
to be "listened in" before it was constructed. Similarly, the computer aided 
the acoustic measurement and analysis of existing rooms and halls. 

One such analysis in 1966 confirmed the deficient low-frequency re­
sponse in the original New York Philharmonic Hall-later rebuilt and 
renamed Avery Fisher Hall. Schroeder, G. M. Sessler, Atal, and J.E. West 
used computer-generated tone bursts to measure the acoustic behavior of 
the hall. 80 The recorded responses, also computer analyzed, revealed the 
locations where deficiencies were especially pronounced. 

In related work Schroeder devised the integrated-impulse method for 
measuring reverberation time, a method that became a widely used standard 
for such measurement. 81 [Fig. 2-17] E. N. Gilbert devised a new method 
for solving integral equations and used it to calculate reverberation times 
that properly reveal the dependence upon room shape and absorber lo­
cation. 82 J.B. Allen and D. A. Berkley, using the computer as the laboratory, 
made models of sound images in rooms and derived relations between 
frequency response and the so-called "critical distance" -the distance from 
a sound source where direct- and reverberant-sound energies become 
equal. 83 Their results established criteria for field installation of audio com­
munications equipment, notably speakerphones and teleconferencing 
systems. 

2.4.3 Acoustic Imaging 

In other research around 1969, Sondhi devised inverse techniques for 
reconstructing the shapes of objects from the amplitude and phase values 
of the sound field that they scatter when illuminated by single-frequency 
or impulsive sound. 84 Schroeder and P. M. Mermelstein, and Sondhi and 
B. Gopinath derived methods for determining the shape of the human 
vocal tract from acoustic measurements at the mouth. 85 Such measurements 
were valuable for an understanding of the human articulatory process that 
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Fig. 2-17. M. R. Schroeder, who made fundamental contributions 
to communication acoustics, including the acoustics of concert halls 
and the analysis and synthesis of speech. 

underlies speech-synthesis techniques. Because they used acoustic signals, 
these methods avoided the hazardous exposure that X-rays incur to gain 
the same data. 

2.4.4 Synthesis of Musical Sounds 

The production of musical sounds was studied through digital com­
putation of sound waveforms. Mathews [Fig. 2-18], Pierce, and N. Guttman 
used a large-scale computer to synthesize new types of musical sounds 
and to produce recordings of complete pieces. 86

•
87 In 1970, Mathews and 

F. R. Moore produced a software system called GROOVE to compose, 
store, and edit synthesized music. 88 They, with J. C. Risset and J. Kohut, 
used the computer to simulate the sounds of conventional instruments, 
such as the violin and trumpet. 89 Mathews later designed a music syn­
thesizer in which a dedicated minicomputer could control a variety of 
independent electronic tone generators; it was capable of great flexibility 
in generating complex musical sounds. 
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Fig. 2-18. M. V. Mathews, who pioneered in the use of com­
puters to produce graphics output and subsequently to generate 
original musical sounds and compositions, with an electronic 
violin. 

2.5 Signal Processing in the Auditory System 

123 

Digital signal processing was also applied as a laboratory tool in the 
analysis of inner-ear function. Using the physiological data of G. von 
Bekesy of Harvard University, Flanagan produced a computer model for 
calculating and displaying the motion of the basilar membrane in response 
to complex sound inputs. 90 Motion of the basilar membrane actuates elec­
trical activity in the auditory nerve. The model, which characterized the 
transfer function to any place on the frequency-selective membrane, pro­
vided a physical correlate to perceptual observations about sound pitch. 
For example, the auditory cues for temporal envelope periodicity, as con­
trasted with those for fundamental frequency, could be identified in the 
computed displacements. 

Using the graphic capability of the computer to produce successive 
photographic frames, R. C. Lummis generated 16-mm moving pictures of 
the mechanical traveling wave on the basilar membrane, as described by 
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the computer model.91 In related work, Flanagan, David, and B. J. Watson 
used the calculated basilar-membrane displacements to explain binaural 
perception and lateralization of pulsive sounds. 92 

Digital computation also supported new work on the transmission-line 
properties of the basilar membrane (see section 1.5 of this chapter). Berkley 
and M. B. Lesser formulated detailed hydrodynamic principles to reveal 
the interactions between acoustic waves in the inner-ear fluid and the 
mechanical motion of the membrane. 93 J. L. Hall and Schroeder created 
models for mechanical-to-neural transduction, and showed that their pro­
grammed nerve models exhibited excitatory and inhibitory behavior rep­
resentative of mammalian physiology.94 

Research was also conducted in three principal areas of auditory elec­
trophysiology and neurophysiology: hair-cell function, evolution of the 
acoustico-lateralis system, and behavioral correlates of the neural code. 
W. A. van Bergeijk studied the evolution of vertebrate hearing. 95 Several 
fundamental findings were made on the many facets of hair-cell function. 
G. G. Harris, L. S. Frishkopf, and A. Flock measured the receptor potential 
in lateral-line hair cells for the first time.96 Using cochlear microphonic 
measurements, Harris and van Bergeijk demonstrated that the lateral line 
is a displacement sensor, and Harris modeled the Brownian motion of 
stereocilia, thereby estimating the noise limit of this detector.97

•
98 Addi­

tionally, Frishkopf, R. R. Capronica, and their colleagues demonstrated 
behavioral effects of differences in the neural code from one subspecies 
to another. 99

•100 Later on, Allen, working in collaboration with the medical 
center of Columbia University, used a dedicated minicomputer and so­
phisticated signal-processing techniques to measure, on-line, neural tuning 
curves and phase responses for mammalian ears.101 

2.6 Linguistic Studies 

Continuing the earlier tradition of Potter, Kopp, Green, Peterson, and 
others, new studies in linguistics aimed to improve the understanding of 
speech articulation and perception. In particular, analysis of natural human 
speech led to descriptive rules for speech synthesis. In 1974, Umeda es­
tablished programmed rules for the way voice pitch and phoneme duration 
vary in continuous speech for prescribed contexts.102 These results were 
applied directly in Coker's articulatory text-to-speech system. 

Olive studied the pitch structure for declarative sentences and produced 
rules for speech synthesis from fractional syllable elements called dyads. 103 

In 1976, L. H. Nakatani carried out subjective listening experiments to 
demonstrate the perceptual adequacy of dyad synthesis. 104

•
105 Following 

the earlier basic notions of French and Steinberg, Nakatani also devised 
articulation tests that were improved in sensitivity by using carefully con­
trolled masking signals. 
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The computer was used to analyze X-ray data for human articulation 
obtained from a microbeam X-ray system implemented earlier in Japan 
by 0. Fujimura. 106 Somewhat later, Liberman, working with Olive, gen­
erated programmable rules for speech prosody, pitch, intensity, and du­
ration that were utilized in the dyad text-to-speech system constructed by 
Olive and Mcllroy.107 

2.7 Research in Psychoacoustics and Perception 

One area of work where the computer could not be the central arena 
was auditory perception. Here the human was the ultimate decision ele­
ment. As in Fletcher's era, the thrust was to characterize human response 
and auditory acuity. These behavioral efforts profited from insights gained 
by computer modeling of auditory information processes. 

Around 1960, David, Guttman, van Bergeijk, and Harris conducted a 
series of experiments on binaural perception, elucidating the trading re­
lations between temporal and intensity parameters for binaural interac­
tion.108 They showed that, in a binaural presentation, the more intense 
signal is perceived as though it had occurred earlier. These cues were 
correlated with lateralization of the sound image toward the more intense 
side. They also related their behavioral measurements to electrophysio­
logical measurements on laboratory preparations. Guttman studied the 
perceived pitch of complex stimuli, and explained this behavior with ob­
servations on inner-ear models. 109 L. D. Harmon, J. Levinson, and van 
Bergeijk programmed artificial neurons on the computer, and they showed 
that neural processes limit the temporal resolution of pulsive sounds. 110 

Somewhat later, Gardner and R. L. Hanson quantified the human's 
ability to externalize and localize sound sources in free space (as opposed 
to lateralization of sound images perceived inside the head for earphone 
listening). They demonstrated the human's limited ability to estimate range 
from sound intensity alone and the difficulty of localizing sound sources 
in the vertical plane. 111 

Many of the binaural studies related to stereophonic recording. Harvey, 
Schroeder, and E. H. Uecke measured the subjective effects of physical 
parameters in stereophonic broadcasting in collaboration with the National 
Stereophonic Radio Communications Commission to establish standards 
for frequency-modulated (FM) multiplex stereobroadcasting in the United 
States. 112

•
113 These standards were later adopted in other countries. 

Around 1960, L. G. Kersta applied a visual perception technique to 
speech information.114 He measured the ability of humans to identify 
talkers by visual interpretation of their sound spectrograms. High accuracies 
were reported for limited populations of talkers identified in closed sets. 
The work eventually moved into forensic applications and was subsequently 
conducted as a private enterprise. 
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Around 1970, Hall took up the study of auditory distortion products.115
•
116 

His perceptual measurements on human listeners supported the conjecture 
that for a two-tone complex of frequencies [i and /21 the cubic distortion 
component 2 / 1 ti is generated at the spatial location on the basilar 
membrane having greatest displacement response to the primary fre­
quencies. The distortion component then propagates to, and is physically 
present in, the displacement at the place on the membrane maximally 
responsive to the / 1 - ti frequency. Hall incorporated nonlinearities into 
his computer model of the basilar membrane to account for this measured 
behavior. He later utilized these and other masking data to design per­
ceptually favored noise shaping characteristics for digital voice encoders, 
especially the APC and LPC coders.117 

Another valuable tool for designing and assessing the quality of digital 
transmission was a product of psychological research, namely, multidi­
mensional scaling (see Chapter 11, section III in this volume). Pioneered 
by R. N. Shepard, and refined by J. D. Carroll and B. J. McDermott, the 
strength of the method was that it could reveal perceptual dimensions 
used by a human listener in assessing transmission quality. The physical 
parameters of a signal could therefore be related to the subjective percept. 
McDermott used this linlk to optimize the design of voice encoders to 
provide the best quality for a given transmission rate. 118

•
119 

2.8 Electroacoustic Systems, and Transducers 

2.8.1 Electret Microphone 

About 1960, new work on acousti,c transducers was initiated by Sessler 
and West.120

•
121 Building upon the older notion that some dielectrics can 

retain electrostatic polarization, they pioneered in the design of electret 
transducers. The electret, inexpensively composed of a pre-charged me­
talized dielectric film (such as Teflon*), could be used as a condenser 
microphone. It provided the high-quality, linear performance of a con­
ventional air-capacitor mi,crophone, but it required no high-voltage supply 
for bias.122 Further, its seismic properties were exceedingly favorable for 
speakerphone use. The electret, over the course of years, found enormously 
broad use-not only in telephone equipment but in recording and acoustic 
measuring equipment throughout the world. [Fig. 2-19] Manufacture was 
initiated by Western Electric and by others, and production rapidly escalated 
into the hundreds of thousands per year. 

* Trademark of E. I. duPont de Nemours & Co., Inc. 
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Fig. 2-19. Construction of an electret microphone. 

2. 8. 2 Frequency Shifter 

127 

Around the same time, Schroeder analyzed the mechanism of acoustic 
feedback in rooms and devised a method of frequency shifting to combat 
the electroacoustic "howling" frequently encountered in public address 
systems.123 He successfully demonstrated the system at a public convention 
having an audience of 23,000 people. 

2.8.3 Electronic Artificial Larynx 

The advances with solid-state circuitry made possible a unique transducer 
application-the electronic artificial larynx. Barney, F. E. Haworth, and 
Dunn modified the U-type telephone receiver to produce high-intensity 
pulsive output. 124 They designed a transistor oscillator to produce periodic 
pulses such as those generated by the human vocal cords during voiced 
speech. When pressed against the throat and actuated by a pitch-controlling 
thumb switch, the artificial larynx could supply a source of sound similar 
to that of the normal vocal cords. The device was manufactured by Western 
Electric and put on the market as the Model 5 Electronic Artificial Larynx 
for use by individuals who have lost normal vocal-cord function. 
(Fig. 2-20] 

2.8.4 Teleconferencing Systems 

Electroacoustic systems for teleconferencing increased in importance as 
businesses sought more efficient ways to communicate among their sub-
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Fig. 2-20. Electronic artificial larynx. (a) Western Electric Model 5 electronic 
artificial larynx. (b) Use of the electronic artificial larynx. [For (b) only: Flanagan, 
J. Acoust. Soc. Am. 51 (1972): 1380.] 
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sidiaries and customers. In early studies R. L. Wallace devised conference­
room systems for stereo reproduction, having small loudspeakers placed 
in chair backs. Wallace also demonstrated that externalization of sound 
images could be obtained from stereo earphones that were carefully com­
pensated for ear-canal response. Wallace went on to design a monophonic 
conference microphone, composed of a vertical line array of electret trans­
ducers and giving a doughnut-shaped directivity pattern suitable for con­
ference participants seated around large tables. The system, put into man­
ufacture by Western Electric, became part of the offeringcalled QUORUM* 
teleconferencing equipment. 

2.9 Human-Machine Communication 

The period beginning around 1970 saw some new emphases emerge 
in voice communications. Research had accumulated substantial funda­
mental understanding in speech analysis and synthesis, mostly directed 
towards bandwidth conservation for transmission. Significant advances 
were made in digital techniques and microelectronics. Computers became 
faster, the cost of memory and processing power declined rapidly, and 
the algorithm complexity that could be supported in integrated circuits 
increased markedly. As computers and information management techniques 
evolved, it became apparent that ease of use for humans was a key factor 
in expanding the applications in communications. The ability to interact 
with machines by voice was one route to making computers friendlier for 
humans. 

In 1970, Flanagan and colleagues in acoustics research began to focus 
overtly on human-machine communication. 125

•
126 Over the subsequent five 

years they concentrated especially on computer voice response, talker ver­
ification, and automatic speech recognition. They constructed and dem­
onstrated computer systems that operated over conventional telephone 
connections for these three modes of interactive communication. 

2. 9.1 Computer Voice Response 

Results from speech synthesis and digital coding work were employed 
to give the computer a voice. In 1972, Flanagan, Rabiner, and R. W. Schafer 
designed a computer system that could speak messages composed from 
a stored vocabulary of formant-coded words and phrases, digitized at less 
than 1000 bits per second.127 In one application, the computer could accept 
and read printed wire lists, and then speak the instructions for wiring 
telephone equipment. [Fig. 2-21] For applications requiring higher voice 
quality, 24 kb/sec ADPCM (a product of parallel efforts in digital voice 

• Registered service mark of AT&T. 

TCI Library: www.telephonecollectors.info



130 En~~neering and Science in the Bell System 

ANSWER-BACK 
MESSAGE 

(ENGLISH TEXT) 

VOCABULARY 
STORE 

SPEECH 
FORMATION 

RULES 

DIGITAL 
SPEECH 

SYNTHESIZER 

SPEECH 
OUTPUT 

Fig. 2-21. Computer voice-response system for synthesizing spoken instructions for the 
assembly of telephone equipment. (Flanagan, Proc. IEEE 64 (1976): 406.] 

coding) was used to store the vocabulary and synthesize the messages. 
The system was applied experimentally for the manufacture of telephone 
switching equipment in two Western Electric plants (Oklahoma City, Okla­
homa and Kearny, New Jersey) and for lESS* electronic switch main­
frame wiring in the New Jersey Bell Company (Williamstown, New Jersey). 

Later, the same system was adapted by L. H. Rosenthal and others to 
serve as an experimental directory-assistance system, using an algorithm 
devised by M. Lesk, who described it in an internal memorandum. 128

•
129 

The system was employed for two years within Bell Laboratories to sup­
plement the traditional information·-operator service. It was based on a 
dedicated minicomputer, and it could serve multiple calling lines, simul­
taneously producing diffe1rentoutput messages from a common vocabulary 
of several hundred words and phrases. Separate ADPCM hardware codecs 
served each access line. The system accepted names spelled by a caller on 
the Touch-Tone telephone dial, looked up (in its disk-stored telephone 
directory of 20,000 names of Bell Laboratories employees) the number 
and location of the desin:id party, and then spoke the information to the 
caller. A valued feature of the system was that its directory was updated 
each week, while the conventional printed directory was issued only twice 
a year. The design of this system later provided the model for the Western 
Electric Automatic Data Test Set (ADTS), used to speak instructions to 
installers in the field. It also served for several years as the voice-response 
component in research systems for tallker verification and automatic speech 
recognition. 

At the same time, it was recognized that the ultimate in computer voice 
response was a machine that could speak unrestricted contextual infor­
mation, using its own calmlated voice, independent of vocabularies pro-

* Trademark of AT&T Technologies, Inc. 
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duced by a human. The work on text-to-voice conversion (see section 
2.3.1 of this chapter) was in part initiated to achieve such versatility. 

2.9.2 Talker Verification 

The expanding sophistication of computers suggested that by "listening" 
to a caller's voice and by making spectral measurement that characterized 
the individual the machine might be able to verify the claimed identity 
of the caller. The motivations for research on voice verification were several, 
not the least being the promise of electronic banking and the II checkless 
society." Credit purchases by telephone and credit charging of long-distance 
toll calls were also applications of interest, as was the automatic authen­
tication of an individual who requested a read-out of privileged information 
from a voice-response system. 

An initial experimental system that utilized measurements of voice pitch 
and intensity and an early form of dynamic programming for pattern 
registration were demonstrated in 1973 by G. R. Doddington, Lummis, 
and A. E. Rosenberg. 130 The system accomplished verification over con­
ventional, dialed-up telephone connections with an accuracy greater than 
90 percent, even under worst case conditions when all talkers used the 
same verification sentence. Sequential tests on different sentences could 
elevate the accuracy even further. In additional tests the system was shown 
to be relatively resistant to deception by skilled, professional voice mimics 
and to perform substantially better than human listeners in detecting im­
posters. 

Later refinements to the talker verification philosophy, made by Ro­
senberg and M. R. Sambur, and by S. Furui (an exchange scientist from 
Nippon Telephone and Telegraph (NTT}, Japan) were based upon linear 
prediction coefficient (LPC) and short-time cepstral characterization of the 
speech spectrum. Verification accuracies of 95 percent were demonstrated 
for conventional telephone connections and large populations of talkers. 131 

2.9.3 Automatic Speech Recognition 

Early in the 1950s, the possibilities for automatic recognition of spoken 
commands were the focus of serious interest and work. Initial motivations 
included the prospect of automatically dialing telephone numbers simply 
by speaking them, and the prospect of very low-rate speech transmission 
using a vocoder that recognized specified patterns of speech spectra (a 
technique that later came to be identified with vector quantization). 

In 1952, K. H. Davis, Biddulph, and Balashek constructed a system that 
accomplished automatic recognition of digits spoken singly. 132 When care­
fully set for a given individual's voice, it achieved high accuracy but could 
not function well for arbitrary talkers. It was implemented in analog vac-
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uum-tube circuitry and occupied most of a 6-foot relay rack. About 1958, 
and in much the same manner, Dudley and Balashek produced and dem­
onstrated a "pattern-matching" vocoder that could deal with a relatively 
small number of spectral pattems. 133 Both of these forward-looking ideas 
were ahead of the technology. The processor sophistication and storage 
of digital computers were 1n.eeded to support the complexities necessary 
to achieve speaker independence and to store large numbers of spectral 
templates. Therefore, a hiatus of about a decade occurred in this work, 
mainly to let the technology catch up. 

Around 1972, Flanagan and others initiated new work that brought 
Bell Labs back into this area of work. F. ltakura, coming as an exchange 
scientist from NTT in Japan, commenced work on a computer system to 
recognize a speaker-dependent vocabulary of 200 words. In the course of 
this work, Itakura devised a template distance metric based upon the log­
likelihood ratio for linear-pr,ediction residuals-a metric that became widely 
used in the field and subsequently cairned his name. 134 [Fig. 2-22] 

Sambur and Rabiner [Fig. 2-23] produced a system for speaker-inde­
pendent recognition of spoken digits. 135 This system was based upon pho­
netic feature labeling of th1~ input speech. Because vocabulary expansion 
proved difficult, it was discarded in favor of the more robust template 
matching approach. To achieve a high--performance, speaker-independent 
system, Rabiner and colleagues devised a spectral "clustering" procedure 

VOCABULARY_ /r~ 
PATTER NS ✓ ,,I ....I"""--

_,, -,,..._,._,." 
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FEATURES 

COMPUTER 

DECISION !---+-•RESPONSE 

Fig. 2-22. Components of the computer system for automatic recognition of spoken words 
and sentences. [Flanagan, IEEE Trans. Bio-Med. Eng. BME-29 (1982): 228.] 

TCI Library: www.telephonecollectors.info



Communication Acoustics 

Fig. 2-23. L. R. Rabiner, who made fundamental contributions 
to automatic speech recognition. 

133 

to produce multiple templates that spanned the articulatory space for a 
wide range of talkers. 136 This system achieved speaker-independent digit 
recognition with accuracy greater than 98 percent for dialed-up telephone 
circuits. 

Rosenberg, building upon the Itakura work, designed and implemented 
a computer system to provide, in response to voice commands, flight in­
formation for domestic airlines.137

,
138 This system had the official airlines 

guide stored on disk file. After recognizing a caller's request, the system 
would look up the information and speak it, using the ADPCM voice 
response system described earlier (section 2.9.1 of this chapter). 

Making further advances in the use of dynamic programming (dynamic 
time warping) for comparison of recognition templates, Rabiner produced 
a speaker-trained recognizer to perform automatic repertory dialing of 
telephone numbers. 139 The user spoke the names of up to 20 frequently 
called individuals into the memory of the dialer. A call could then be 
placed automatically to any individual simply by speaking the person's 
name. Rabiner also produced a speaker-independent digit recognizer ca­
pable of accepting telephone numbers uttered in a natural, connected 
manner. 140 He demonstrated performance accuracies greater than 90 percent 
for this connected speech system, again over conventional telephone 
circuits. 
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Subsequent work on practicable recognition systems advanced further 
from the limitations of individual word vocabularies to a computer system 
that could accept whole sentences. S. E. Levinson programmed syntax and 
semantic analysis into a "conversational-mode" system that could, within 
the constraints of its topic area and information task, recognize input 
spoken sentences and generate voice-synthesized intelligent replies. 141 The 
system utilized a finite-state grammar on which to base its recognition of 
whole sentences and to synthesize its spoken replies. This application 
opened a new area of work in automatic speech recognition; namely, the 
theory and design of tractable recognition languages-languages that were 
sufficiently large subsets of natural English that humans could use to carry 
on meaningful conversational exchanges with a computer. 

Computers and digital machines, from their inception, were designed 
to communicate in the cryptic symbols of program assemblers and com­
pilers. This medium of exchange was never easy or convenient for humans, 
who prefer natural spoken language. The advent of automatic speech 
recognition (to give computers "ears" to listen to human-spoken instruc­
tions) and speech synthesis (to give computers a voice to generate spoken 
responses) represented a major step in making complex machines "user 
friendly." 
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Chapter 3 

Picture Communication 

Research 

After early demonstrations of television beginning in 1927, Bell Laboratories 
researchers went on to make important contributions leading to television 
systems. These included the development of a theory of scanning, the principle 
of frequency interleaving to obtain color transmission, and the fundamentals 
of visual perception as it relates to picture communication. In subsequent years, 
much research attention was focused on reducing the redundancy of television 
signals as a way of conserving bandwidth and thus lowering transmission and 
storage costs. Highly sophisticated signal-processing and frame-replenishment 
schemes are determining the boundaries within which digital television, video 
teleconferencing, and graphics adjuncts to telephony will be developed. 

I. EARLY EXPLORATIONS-PICTURE SCANNING, COLOR TELEVISION, 
PICTUREPHONE* VISUAL TELEPHONE SERVICE 

Bell Laboratories interest in picture transmission dates back to the early 
1920s. Work on still picture transmission and the early television dem­
onstrations by H. E. Ives in 1927 and 1930 are discussed in sections 9.7 
and 9.8 of Chapter 7 of the first volume of this series, subtitled The Early 
Years (1875-1925). lves's demonstrations were of landmark significance, 
proving beyond doubt that electronic television was a real possibility and 
stimulating research throughout the industry. Although Bell Labs was not 
as deeply involved in developing television in the 1930s and 1940s as 
some other laboratories, Bell Labs research scientists contributed substan­
tially to the theory of scanning, to the understanding of color as related 
to television, and to the solution of many problems of signal modulation 
and transmission. 

Principal authors: C. C. Cutler and A. N. Netravali. 

• Registered service mark of AT&T. 
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1.1 Picture Scanning 

During the 1927 demons,trations, television was considered an adjunct 
to the telephone. 1 Even so, there was a large-screen display consisting of 
a 2500-element neon discharge tube driven by pulse-amplitude-modulated 
(PAM) signals obtained by sampling the television signal with a 2500-
element commutator. 2 The scene was scanned with a spot of light (flying­
spot camera) and the refle,:ted light collected by a bank of photocells.3 

[Fig. 3-1] Somewhat later, the camera system was reversed and an optical 
image of a scene, illuminat,ed by sunlight, was scanned by holes making 
a spiral pattern in a disc in front of a photocell. Spot scanning and image 
scanning were alternative methods to be considered by other workers in 
the field for at least another 20 years, eventually to give way to electronically 
scanned camera tubes. In 1.929, Ives4 demonstrated color television, and 
in 1930, he conducted a two,-way demonstration between Bell Laboratories 
at 463 West Street and AT&cT at 195 Broadway, both in New York City­
the first experiment using PICTUREPHONE visual telephone service.5 

One of the most imporitant contributions to understanding the basic 
properties of picture communication was the development of a theory of 
scanning. The concept of scanning pictures is as old as the idea of picture 
transmission itself (dating back to 1846), but what scanning meant in terms 
of signal characteristics was explained by P. Mertz and F. Gray in 1934.6•

7 

They derived the basic spe!Ctral line characteristic familiar to all modem 
television transmission engineers.8 [Fig. 3-2] Gray conceived the funda­
mental idea of color transmission, putting color information in the interline 
gaps of the video spectrum. 9 His idea was to duplex two independent 
television signals by modulating one on an elevated carrier so that its 
lower (inverted) sideband overlapped the spectrum of the other signal, 

Fig. 3-1. Configurations used in the 1927 demonstrations of television transmission by wire 
from Washington, D.C., to New York City. Flying-spot scanning, with an arc lamp as a 
source of light, was used at the camera end (left). 
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Fig. 3-2. F. B. Jewett, first president of Bell Laboratories (left), with F. Gray in the 
booth of the experimental television-telephone that permitted each person in a tele­
phone conversation to see as well as hear the other. 
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the spectrum components falling squarely between the components of the 
first signal. [Fig. 3-3] The discrimination provided by this operation was 
not adequate to eliminate crosstalk completely, but it was used in this 
form for the transmission of pilot tones. Only after the National Television 
Systems Committee (NTSC) color television signal format had been devised 
20 years later was it realized that Gray had invented the frequency in­
terleaving principle. 

1.1.1 Standards for Television 

Work on devices and broadband circuits and transmission systems con­
tinued in the 1930s. In 1937, coaxial cable transmission, having a bandwidth 
of 1 megahertz (MHz), was demonstrated between New York and Phil­
adelphia. By this time the Radio Manufacturers Association had agreed 
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Fig. 3-3. Distribution of monochrome signal components and chrominance signal components 
in the frequency spectrum when a chrominance signal is added to the usual video signal. 
The chrominance signal is obtained by modulating a subcarrier-which is a half integer 
multiple of the line frequency-by camera signals. The television scanning of a picture results 
in a spectrum having concentrations of energy at multiples of the horizontal scan rate. 
F. Gray proposed using the gaps between spectral components to send a second television 
signal. Many years later this idea was used to multiplex color information onto an otherwise 
monochrome television signal. (Adapted from Zworykin and Morton, in Television (1954): 
865.] 

on a standard of 441 lines. At Bell Labs M. E. Strieby and C. L. Weis 
carried out successful experiments on television transmission over coaxial 
cables and other lines.10

•
11 A. G. Jensen designed a film scanner, making 

use of an image dissection tube, a kinescope display, and specially printed 
motion picture film.12 The quality of pictures was comparable to today's 
(monochrome) pictures, lacking mostly in brightness and size; but the 
means for building the system were pushing the technology. Vacuum tube 
repeater amplifiers for coaxial cable systems, with a bandwidth of 1 MHz, 
were developed for this system. Bandwidth of 2 MHz and negative feedback 
were soon to follow. 

The early research work had an important impact on setting the standards 
for broadcast television. Many different picture formats were used as tele­
vision was developed, and the question of line rates was a subject for 
debate. Proposals ranged from 441 to 800 lines, using arguments based 
mostly on intuition. Much of the heat was removed from the question 
when M. W. Baldwin, Jr., [Fig. 3-4] at Bell Labs (who, with R. Bown, was 
a member of the NTSC formed by industry at the request of the Federal 
Communications Commission (FCC)) measured the perceived sharpness 
of images as a function of several factors, including the ratio of the hor­
izontal and vertical resolutions. 13 He showed that, within a factor of two, 
the number of scanning lines had an imperceptible effect on picture sharp­
ness if the total bandwidth was constant. [Fig. 3-5] In the process he coined 
a unit for the minimum perceptible change in picture quality, the liminal 
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Fig. 3-4. M. W. Baldwin, Jr., who did important early 
research on the relationships among scanning lines, per­
ceived image sharpness, and bandwidth in TV trans­
mission. 
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unit. This is a difference such that 25 percent of forced human judgments 
of the relative sharpness of two images would be incorrect. (Seventy-five 
percent would agree with the measured difference.) 

Work on television was interrupted by the exigencies of World War II. 
Bell Labs scientists doing television research turned to radar work and 
used their skills and expertise in designing radar displays, plan position 
indicators (PPI), range gating, and fire control systems. (See Chapters 2 
and 9 of the second volume of this series, subtitled National Service in War 
and Peace (1925-1975).) Some of their electronic skills were immediately 
applicable to radar problems, but the direct application of the radar work 
to television was small. Nevertheless, by 1946 a 525-line, 30 frame/second 
(sec) 2:1 interlaced picture, the present U.S. television standard, was suc­
cessfully sent from New York to Washington, D.C. by coaxial cable. 14 
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Fig. 3-5. Graphs showing perceived sharpness in liminal units (left scales) as 
a function of the relative values of horizontal and vertical resolutions. Since 
anything less than a liminal unit represents an imperceptible change in picture 
quality, M. W, Baldwin's data showed a wide latitude in numbers of scanning 
lines, provided total bandwidth remains constant. Each point on the graphs 
represents 150 observations. 

When commercial broadcast television started seriously in 1947, the Bell 
System was ready with well-equalized broadband circuits at microwave 
frequencies. (Broadcast television started on July 1, 1941, but expansion 
was delayed by the war.) In 1951, television was transmitted coast-to­
coast via microwave radio. There was no other medium for long distance 
television transmission until the Telstar satellite was launched in 1962. 

1.2 Color Television 

Early work on color television at Bell Labs was modest; but, besides 
the original demonstrations by Ives, very significant contributions were 
made. Baldwin15 and his associates studied the subjective sharpness of 
color images and determined that high detail in the blue and red primary 
colors is not required; they found that high detail is needed only in the 
green or alternatively in the luminance signal.16 These contributions, along 
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with Gray's interleaving (frequency multiplexing) invention, paved the 
way for the NTSC color television standard for compatible color trans­
mission. 

1.3 Early Research into PICTUREPHONE Visual Telephone Service 

In the late 1940s, work on speech recording had resulted in an instrument 
using magnetic recording on a drum that could write a signal rapidly and 
play it back repetitively for signal analysis and spectrum display. 17 This 
instrument had been developed as an audio spectrum analyzer and had 
been used in speech therapy. The researchers realized that such an in­
strument could be useful with pictures and built a television system based 
on it. A picture was scanned from a television camera tube, transmitted 
slowly over telephone facilities, and stored at the receiving end, where it 
was rescanned for presentation. During presentation, another frame would 
be transmitted and stored. This work, by W. E. Kock and associates, resulted 
in an experimental videotelephone-50-line pictures displayed for 2-second 
intervals. It was the first of a series of videotelephone station set designs 
before the Mod 1 PICTUREPHONE visual telephone set evolved. There 
was impressive coverage in the press,18 and several papers on the system 
were presented at the IRE WESCON meeting in 1956.19 It would appear 
that the public was ready for a videotelephone, but subsequent events 
indicated that the technology was not yet ready. (In 1970, it appeared that 
technology was ready, but the public was not.) Development of PIC­
TUREPHONE telephone service was organized as a project in systems 
and apparatus departments in Bell Labs in 1956. Further research work 
on PICTUREPHONE visual telephone service is described in sections 2.2.2 
through 2.2.5 below. 

II. BANDWIDTH COMPRESSION-BIT-RATE REDUCTION 

The large bandwidth required by television was a major concern to 
picture communication researchers from the very beginning. The situation 
was helped immensely by the use of 2: 1 line interlace and NTSC frequency 
interleaved color. However, it was widely recognized that considerable 
redundancy still existed in the video signal. For example, most scenes 
contained sizable areas of nearly uniform brightness. Also, many scenes 
contained regions that did not change significantly from frame to frame. 

2.1 Redundancy in Television Transmission 

The idea of removing redundancy in television transmission to save 
bandwidth goes back at least to Ives in the 1920s and was widely discussed 
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in the 1940s. However, it was not until the advent of pulse-code modulation 
(PCM) that implementation of these ideas was seriously undertaken. PCM 
was developed in the 1940s as a means of achieving very low noise trans­
mission and easy multiplexing (see Chapter 10, section 1.4 in this volume). 
By itself PCM does not reduce bandwidth. On the contrary, binary PCM 
often expands band·width by almost an order of magnitude. The great 
advantage of PCM, at least for video, was that it made possible signal 
processing with realizable circuitry and little distortion. As we shall see 
later, such processing capability is indispensable to video redundancy re­
duction. 

Spurred by the early PCM work of B. M. Oliver, J. R. Pierce, C. E. 
Shannon, and others at Bell Labs, 20 W .. M. Goodall proceeded in 1944 to 
apply PCM to television. By 1947, he succeeded and showed that 7- to 
8-bit quantization was nec,essary for a high-quality picture. 21 In 1962, 
L. G. Roberts at the Massa1chusetts Institute of Technology found that 
something more than one bit could bei saved by adding a small amount 
of noise to the signal to break up the contouring caused by the quantization 
process. 22 He added pseudorandom noise to the transmitter before quan­
tization and subtracted the same noise at the receiver. In 1969, J. 0. Limb 
at Bell Labs found that deterministic repetitive patterns, called ordered 
dither, worked better than noise. 23 Much work has been done since then 
to use ordered dither patterns for displaying halftone pictures. 24

,
25 

2.1.1 Differential Pulse-Code Modulation (DPCM) 

Much of the redundancy in video stems from the fact that adjacent 
picture elements (or pels as they later became known) are highly correlated. 
Thus, a pel to be transmitted can be predicted with fair accuracy from 
previously transmitted pels, and, in principle, only the difference between 
the actual value and the prediction need be transmitted. Work by C. C. 
Cutler [Fig. 3-6], C. W. Harrison, and Oliver 26 in the early 1950s realized 
some of the possibilities of prediction in the coding of pictures; their work 
resulted in the invention of DPCM and error feedback coding, ideas that 
took a decade or more to c:ome to fruition. In their simplest form these 
ideas, and the related one of delta modulation, allowed the transmission 
of high-quality television with as few as 4 bits per picture element, and 
it was some time before more sophisticated coding did much better. [Fig. 
3-7] Delta modulation, invented by F. DeJager at the N. V. Philips Research 
Laboratory 27 in Holland at about the same time that DPCM was invented 
at Bell Labs, may be thought of as a 1-bit DPCM system that operates at 
a sampling rate well above the Nyquist rate (see Chapter 1, section 2.3 
in this volume) for the sign.al. 

DPCM is a feedback scheme that, in addition to reducing the redundancy, 
alters the distribution of quantization errors so that they are less visible. 
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Fig. 3-6. C. C. Cutler, who invented DPCM and error feed­
back coding. He made fundamental contributions to their ap­
plication in picture communication. 
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A quantitative statistical basis for such systems was developed in 1952 by 
E. R. Kretzmer, 28

'
29 and a subjectively oriented basis was contributed sub­

sequently by R. E. Graham 30 and later extended by Limb, A. N. Netravali, 
and B. Prasada. 31

'
32 The initial DPCM concept included an adaptation 

feature and multiple steps of integration, anticipating later developments. 
Another proposal involved partitioning the video frequency band, send­

ing samples of the low-frequency information with many bits (finely quan­
tized) and samples of the high-frequency part with fewer bits, but at a 
higher sampling rate. However, techniques based on DPCM proved more 
practical. After many years of research, and with refined technology, two 
DPCM coders were eventually developed for PICTUREPHONE visual 
telephone transmission in the late 1960s. 
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Fig. 3-7. Block diagram of DPCM system. Refinements to this circuit show up in many of 
the more sophisticated redundancy reduction systems. [Adapted from C. C. Cutler, U.S. 
Patent No. 2,605,361.) 

These inventions formed a foundation of knowledge upon which in­
traframe coders for future video transmission systems were designed. They 
were also instrumental to the success of the more sophisticated frame-to­
frame or interframe coders to be described later. 

2.2 Application of Digital Processing to Picture Communication 

The electronic digital computer became a large and useful enough device 
just in time to figure in this development. A data translator nicknamed 
Tapex, built by E. E. David, Jr., M. V. Mathews, and H. S. McDonald in 
1950, became the vehicle for the simulation and testing of a number of 
speech and picture coding algorithms.33 The machine could digitize an 
analog input, such as the signal from a picture scanner, and store the result 
on a computer tape. The tape was then fed to an IBM 704 computer where 
various picture processing algorithms were carried out, and the resulting 
output was again written on magnetic tape. Finally, the data translator 
produced a glossy print from which such problems as coding defects or 
noise could be assessed visually. It was another ten years before R. C. 
Brainard and J. D. Beyer constructed an improved computer system having 
a cathode ray tube (CRT) display and provision for including noise and 
motion in system simulations. 34 Meanwhile, a multitude of experiments 
in picture processing were performed, setting a base for even more so­
phisticated studies. 

For example, with a technique called transform coding, subblocks of a 
picture are represented as linear combinations of a predefined set of basis 
blocks. The weighting values in the linear combination are called the 
transform coefficients, and these are transmitted to the receiver for use in 
reconstruction. In 1970, some fundamental work was done by H.J. Landau 
and D. Slepian using computer simulation,35 and the technique has been 
studied at length at other laboratories. Block-to-block DPCM coding of 
the transform coefficients, later known as hybrid transform coding, was 
invented by D. 0. Reudink and also studied by computer simulation.36 

Later work by Netravali, Prasada, and F. W. Mounts, using three-dimen-
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sional blocks, optimized the quantization of the transform coefficients to 
take advantage of the properties of human vision. 37 

Computer simulation also enabled study of the effects of digital trans­
mission errors on coded pictures. In 19 72, D. J. Connor showed that certain 
error effects in DPCM systems, while practically invisible when viewed 
on a single frame, become highly objectionable in a real-time television 
system.38 

Early frame-repeating experiments copied an idea from the motion pic­
ture industry, avoiding flicker at the display by presenting each transmitted 
frame a number of times before replacing it with a new one. This technique 
saved bandwidth in proportion to the number of repetitions, but it gave 
a picture with jerky motion reminiscent of silent movies or, in the extreme, 
gave a series of snapshots, as did the aforementioned system of Kock. 
Frame repeating was studied at some length in 1958 using cinema tech­
niques. However, electronic systems of frame repeating, with reasonably 
good quality signals, were not to be demonstrated until 1966. Mounts then 
found that with the brighter pictures of a television display, motion defects 
were much more objectionable than had been believed previously. 

2.2.1 Selective Frame Replenishment 

With the newer acoustic delay line memory, developed for computer 
systems, and a sampled digitized signal, it was possible to replenish elements 
of the picture on a sample-by-sample basis instead of by whole frames. 
This was an attempt to avoid the large-area motion defects of frame re­
peating. In 1966, Mounts did just this,39 replenishing a fraction of the 
picture elements distributed over the screen in a prescribed fashion in 
each 1/60 second field time. The variety of algorithms for selective 
replenishment of the picture elements seemed endless, but a simple 4:1 
interlace replenishment system in a fixed sequence called the lazy 8 was 
found to be best. Many people proposed a randomly distributed replen­
ishment, but this was worst of all; an ordered replenishment is finer grained 
in time and space. This method of replenishment is an extension of dot 
interlace, made more practical by using a frame memory. 

With 4:1 selective replenishment, flicker and jerkiness were eliminated. 
However, when an object in the scene moved quickly, a checkerboard 
pattern would appear to follow it; thus the picture was less than perfect. 
Replenishment at slower rates with reasonably bright display was not 
satisfactory in any sense, 40 and it was learned that people are very sensitive 
to fluctuation rates near the psychological moment, a natural biological 
period of about 0.1 second. Mertz had shown this 30 years earlier when 
he demonstrated that more than 10 frames/sec were needed for lip reading. 

Frequently, a gross form of dot interlace is suggested as a bandwidth 
saver, and some extravagant claims have been made for it in the literature. 
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As in the foregoing, 1/n elements are transmitted and displayed in each 
1 / 60 second in a pseudorandom pattern on the screen, where n may be 
as much as 16, and a slow phosphor and eye retentivity are called upon 
to reduce small area flicker. The success of such schemes always depends 
on very dim displays viewed by viewers whose eyes have adjusted to the 
dark. Too often, researchers have been deceived by the subjective tolerance 
of the eye adjusted to the dark. The lesson has had to be relearned pe­
riodically. The temptation to i:onsider dot interlace for the PICTUREPHONE 
visual telephone system wa1s laid to rest in experiments performed and 
demonstrated by E. F. Brown at high brightness using the system de­
scribed above. 

Improved versions of dot and line interlace were studied in the late 
1960s by Limb and R. F. W. Pease.41

'
42 In these systems, spatial resolution 

and temporal resolution were traded off one against the other, depending 
on the amount of movement in the scene. Thus, at the receiver display, 
pels that were not transmitted were replaced by previous frame values if 
movement was low but by an average of their neighbors if movement 
was significant. These algo1ithms considerably improved picture quality 
in these systems compared with their predecessors. 

2.2.2 Conditional Frame Replenishment 

Conditional replenishment systems (the transmission of only the changed 
pels in a frame) had been discussed from the time of Ives (1927), but they 
lacked a plan for locating and addressing the changed elements. In 1967, 
Mounts [Fig. 3-8] implemented a digital conditional replenishment 
system, 43

,
44 which could code scenes containing low-to-moderate movement 

at a transmission rate of 1 bit/pel (i.e., one-fourth of that required by 
DPCM, or one-eighth of that required by PCM). The digital coding and 
memory lent itself to the selection and brightening (flagging) of changed 
points only. [Fig. 3-9] These are very useful in system studies, giving an 
easily assessed measure of coding algorithms. 

Conditional replenishment uses a digital memory sufficiently large to 
store the PCM-coded signal of a complete television frame. The coded 
value of any pel on the picture can then be compared to the value of the 
corresponding point in the previous frame. A similar picture store is main­
tained at the receiver and is updated by the transmission signal. No trans­
mission is needed if the difference between corresponding pels in adjacent 
frames is small, i.e., below a predetemtlned threshold. Thus, for a slowly 
changing scene, little transmission is necessary. The coded brightness value 
is combined with a coded number that defines the horizontal position in 
the picture (at least one point is sent for each line so that lines can be 
counted). Since the signal :so generated is intermittent, a buffer store is 
used to smooth the transmission. Feedback from the buff er controls the 
threshold value in order to prevent filling. 
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Fig. 3-8. F. W. Mounts with experimental apparatus 
used for selective frame replenishment. 
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Realizing a conditional replenishment system was a giant step and pre­
saged a number of further improvements. For example, frame-to-frame 
differences were sent by J. C. Candy, B. G. Haskell, and their coworkers, 
instead of brightness values for the changed pels; clusters of changes were 
addressed, instead of each individual change; and during rapid movement 
the sampling rate was reduced. 45

•
46 A new term, FRODEC, was coined as 

a generic name for adaptive frame replenishment coders. A FRODEC was 
demonstrated in 1970. It operated at 1 bit/pel (2 megabits/second (Mb/ 
sec)), a rate that could handle scenes with very active movement. In 1970, 
when the PICTUREPHONE visual telephone service was demonstrated 
as a feature program at the annual convention of the IEEE in New York 
City, the simulated 1 bit/pel FRODEC system was also included. In 1974, 
Limb [Fig. 3-10] and his coworkers demonstrated two FRODECs that could 
accept and deliver a PICTUREPHONE visual telephone signal, which was 
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Fig. 3-9, Basic functions of a conditional replenishment television coder, The delay in the 
frame memory loop must equal the frame period. When there is no interframe change, the 
stored signal simply recirculates, and nothing is given to the buffer for transmission, When 
a significant difference is detected, the new signal is stored and transmitted along with a 
code that indicates position in a scan line, The decision threshold is adjusted to prevent 
buffer overflow or underflow. 

DPCM-coded at 6 Mb/sec, while transmitting between intermediate points 
in the toll plant at only 1.5 Mb/sec. 47 These three-level hierarchical systems 
for transmission would use analog transmission in the local plant, DPCM 
for short haul, and FRODECs for long haul. This can be accomplished 
with complete compatibility and no loss in quality from recoding at the 
system interfaces. Also during this time Haskell studied interframe pre­
dictive coder statistics and showed that considerable saving is possible if 
several FRODECs share the same transmission channel. 48 This was to be 
expected, since separate FRODECs rarely produce a high data rate si­
multaneously. 

Following the success with the 1.5 Mb/sec transmission rate, a new 
goal was set, namely, to achieve the lowest possible rate at which pictures 
could be sent that were subjectively acceptable even though there was 
visible motion degradation. It was felt that a considerable amount of motion 
distortion could be accommodated provided the image cleared up quickly 
when movement stopped and provided enough was saved on transmission 
costs. In 1973, using a wide variety of sophisticated controls, a PIC-
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Fig. 3-10. J. 0. Limb, seated in front of the control panel of the video processing 
equipment used in many of the intraframe and frame-to-frame coding studies. The 
video processing system was built by J. D. Beyer and R. C. Brainard. 

TUREPHONE visual telephone service FRODEC requiring only 0.2 Mb/ 
sec49 transmission was demonstrated by Haskell and R. L. Schmidt. How­
ever, it was no better than marginal for face-to-face conversation. 

2.2.3 Minicomputers and the PICTUREPHONE Visual Telephone Service 

By 1975, management realized that for the PICTUREPHONE visual 
telephone service to be better accepted by the public it should use the 
standard 4-MHz, 525-line format of broadcast television, and many of the 
earlier conclusions on coding would have to be reassessed. A new 525-
line experimental system, built by Haskell and his coworkers, used a mini­
computer and semiconductor shift registers for the frame memory. Using 
many of the features of the 0.2-Mb system, it operated successfully at a 
1.5-Mb/sec transmission rate for 525-line conference television. 50 
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2.2.4 Delay in the Picture Channel 

Some of the frame-to-frame picture coding operations delay the video 
signal significantly, and this delay was a factor that required study. Typ­
ically, frame repeating delayed the picture by 1/30 second, and some of 
the conditional replenishment schemes called for large buffer stores that 
could delay transmission even more. One is not bothered by up to 120 
milliseconds (ms) of sound delay with respect to pictures, but one is very 
sensitive to sound preceding picture motion by as little as 20 to 30 ms. 
Therefore, interframe coding systems require introduction of sound delay 
to match that of the picture. 

A more serious question is the effect on two-way communication of 
coding delay plus the 600-ms round-trip delay in a synchronous satellite 
circuit. It became evident in the 1960s that domestic satellite (DOMSAT) 
systems were in the offing and that PICTUREPHONE telephone service 
would be requiring large channel capacity at about the same time that 
satellites would be supplying them. Thus, a series of subjective tests was 
undertaken to determine the effects of this delay. Tests by P. T. Brady, 
reported in an internally published technical memorandum, comparing a 
PICTUREPHONE visual telephone service circuit having 600-ms round­
trip delay with a (simulated) 3000-mile terrestrial circuit (both circuits had 
standard echo suppressors), showed that the percentage of subjects having 
conversational difficulty increased markedly when the larger delay was 
used. The conclusion was that the degradation in performance due to 
satellite delay was not negligible, and that attention should be given to 
improving audio echo cancellation or suppression. 

2.2.5 PICTUREPHONE Visual Telephone Service Standards 

Setting standards for television was a long and difficult process. The 
same proved to be true for the PICTUREPHONE visual telephone service 
where the factors of picture size and proportion, brightness, contrast, 
bandwidth, frequency emphasis, scanning structure, scanning linewidth, 
frame rate, linearity, noise requirements, and crispening (the emphasis of 
edge detail by filtering) all came up for study and sometimes led to con­
troversy. The question of picture size and proportion, in particular, was 
a difficult one. Early unpublished research tests (1958) indicated that a 
nearly square or slightly wider than high proportion was preferable for 
the portrait mode of the-PICTUREPHONE visual telephone display, but 
later tests in the systems area came to the opposite conclusion. The 
4-3/4 inch wide by 5-3/4 inch high Mod 1 PICTUREPHONE telephone 
service display resulted, later to revert to 5-1 /2 inches by 5 inches in the 
Mod II set.51 

TCI Library: www.telephonecollectors.info



Picture Communication Research 157 

A wide variety of opinions on brightness and contrast was laid to rest 
by a series of subjective tests (1963 to 1967) that indicated that people 
like very bright pictures if those pictures are clean, but the preference is 
not strong. In the presence of a moderate amount of interlace flicker or 
other visible defects, a lower luminance is pref erred. High brightness makes 
picture defects more visible, but low brightness sacrifices contrast in a 
well-lighted environment. The compromise, roughly 80 foot-lamberts, was 
bright by television set performance at that time, but was about half the 
luminance preferred for really clean pictures. 

The question of interlace and scanning rate was resolved at the same 
time as the brightness question. Early experiments indicated that under 
some conditions interlace had little advantage in picture quality because 
the small-scale interline flicker was objectionable. Indeed, much of the 
early research into PICTUREPHONE visual telephone service was done 
using a sequential rather than an interlaced scan. Brown conducted a long 
series of subjective tests using a very versatile system that allowed in­
vestigation of a wide range of scanning line structure, brightness, contrast, 
and many other factors.52 His results indicated that the subjective advantage 
of interlace, related to equipment bandwidth, was worth approximately 
20 percent when line width, line spacing, brightness, and contrast were 
optimized and less than 20 percent when other factors were not optimum. 
Sequential scanning had a potential advantage in the design of coders for 
bandwidth saving because of the greater proximity of picture elements in 
a field. However, a cost study by T. V. Crater showed that the extra 20 
percent bandwidth required in the local loop for sequentially scanned 
pictures of equivalent quality required closer repeater spacing and increased 
system cost. 53 It was very unlikely that any potential bandwidth saving 
peculiar to sequential scanning could overcome the increase in cost of the 
transmission equipment. Because of this, interlaced scanning was specified 
for the PICTUREPHONE visual telephone service, even though a very 
significant fraction of people preferred sequentially scanned pictures be­
cause they had less flicker. 

2.2.6 Color Pictures 

At a presentation to management in 1966 on the progress of PIC­
TUREPHONE telephone service, the question of color pictures was raised. 
In the optimism of the day, with color television in its period of greatest 
growth, it seemed inconceivable that telephone customers would long be 
satisfied with a monochrome video telephone. Unfortunately, color tele­
vision technology was far from ready for development as a two-way trans­
mission system without full-time maintenance. Moreover, color TV cameras 
at that time were expensive, had dozens of adjustments, and were erratic 
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in operation. In addition, color receivers were dim, requiring subdued 
lighting, and cameras, being insensitive, required a bright environment. 
Furthermore, these problems seemed basic. 

The first serious research directed at color PICTUREPHONE visual tele­
phone service arose as a result of a discussion at a game of golf between 
the president of Bell Labs, J. B. Fisk, and the president of the Polaroid 
Corporation, E. H. Land. Land was experimenting with color, and he 
contended that a two-primary-color system could work for PICTURE­
PHONE visual telephone service, with obvious advantages in simplicity 
and economy. Land demonstrated his system to a group of executives 
from Bell Labs, greatly impressing the viewers. Indeed, with just two 
projectors, using white and red illuminants, beautiful full color scenes 
were seen. 

After several attempts by D. E. Pearson and C. B. Rubinstein to reproduce 
Land's demonstration, the researchers were able to produce good color 
effects only by working at night in a darkened room with subdued pro­
jections. 54 They concluded that customers were not likely to be willing to 
restrict their PICTUREPHONE visual telephone usage to such a darkened 
environment. However, this was the beginning of some very effective 
research on color displays. 

The conditions for the appearance of a full gamut of colors were quan­
tified, as was the range of colors that could be perceived. This work quite 
naturally led to work on predicting p1erceived color in three-primary-color 
displays. 

Another branch of resiearch came from an earlier invention of R. L. 
Eilenberger. Eilenberger had devised a prism arrangement that separated 
and transposed three-color images and let them be focused with one lens 
on a single camera tube s.creen using a special tube having a fiber-optic 
face plate.55 Thus, the color separations could be scanned by a single 
electron beam scanner and the color signal components separated by sam­
pling the response. Eilenberger solved many problems and in due course 
demonstrated a single-tub1e camera with very few mechanical adjustments. 
It would require special signal processing and involved some rather criti­
cal parts. 

A third direction of research toward a color PICTUREPHONE telephone 
service eventually came from a new look at an old invention of R. D. Kell 
of RCA.56 This was a single-tube camera system that gave three color 
channels by using color gratings in the optical path, close to the camera 
screen. The gratings caused the scanning beam of the camera tube to be 
modulated. The amplitude was proportional to the intensity of light of 
the grating color. Thus, the color information appeared as sidebands on 
a carrier. This idea had beEm impractical for color television in earlier years, 
but with the lower resolution of the PICTUREPHONE visual telephone 
service, better technology, and some new ideas, it looked promising. 
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The Kell approach eliminated the problem of misregistration of the 
separate color images that plagued the conventional cameras, but its own 
inherent problem of color shading (variation in hue with position) had to 
be painstakingly reduced to an acceptable level by a succession of im­
provements in both grating design and signal processing techniques. The 
final design of A. B. Larsen57 used three superposed gratings with orientation 
and spacing optimized to minimize the differential effect of the spatially 
varying resolution of the camera tube scanning beam on the three-prirnary­
color signal outputs. 

The first color pictures using this new technique were obtained early 
the following year (1972), but other developments took the edge off this 
achievement. The rapid advance of charge-coupled device (CCD) tech­
nology not only made possible much simpler index-type color cameras 
but, even more fundamentally, eliminated the registration problems that 
led to their use in the first place. 58 [Fig. 3-11] 

Fig. 3-11. The first solid-state color television camera. Light from a scene being 
viewed was split into three colors (red, green, and blue) and focused onto three 
separate silicon CCD image sensors. The light was converted by the sensors into 
electrical charge, stored and sequentially read out of each device as video signals 
corresponding to each color image. The signals were applied to a color television 
monitor to recreate the image of the scene. 
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The coding of color video signals presented other challenges. Rather 
than working with the composite frequency multiplexed signal, Limb and 
Rubinstein encoded the individual luminance and chrominance compo­
nents. 59

,
60 Being able to code each component in a manner best suited to 

the human observer's response to the individual component was an ad­
vantage. More important, it allowed exploration of subjective and statistical 
redundancies across the components. 61 

III. FURTHER ADVANCES IN PICTURE COMMUNICATIONS 

In the late 1950s, it appeared that the public was ready for and wanted 
some kind of picture transmission as an adjunct to the telephone but that 
the technology was not ready to supply such services reliably. Ten years 
later it appeared, through a series of user experiments (networks at Bell 
Labs, and public demonstrations in 1964 at the World's Fair and Disneyland, 
the Union Carbide trials (1969), and the Westinghouse trials (1969)), that 
both the technology and the public were ready. However, later events 
indicated that too few were ready to pay the cost of a public system. 
Subsequently, research continued, taking advantage of new circuits and 
devices to further refine the coding system for a more efficient transmission 
and devising a system for coding color signals. 62 

Research on subjective factors has added insight into the limitations of 
the human viewer and has improved subjective measurement techniques 
materially. For example, it has been observed that more coding noise can 
be tolerated at rapid transitions in the image. This has led to new ways 
of designing quantitizers for DPCM systems. In particular, Limb showed 
that images can be segmented based on local detail of the image and 
quantitizers can be adapted to hide the quantization noise.63 [Fig. 3-12] 

3.1 Scanned Graphics 

It is believed that a simple graphical adjunct with interactive capabilities 
may be useful for conferencing. An experimental telephone system with 
graphic displays was devised by T. P. Sosnowski.64 It permitted a camera 
or keyboard input and light pen annotation of a display from either end 
of a communication circuit. A microprocessor supplied logic to aid graphical 
input, and a built-in memory was used to store pictures for further reference. 
[Fig. 3-13] Since the transmission of such graphical material on telephone 
lines (low bandwidth) takes a long time, the ability to interact is reduced. 
Therefore, some significant research to reduce the transmission times has 
taken place. A pattern-recognition-based coder in which documents are 
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(a) 

(b) (c) 

(d) (e) 

Fig. 3-12. Segmentation of a head and shoulders view in four segments using visibility of 
the quantization noise based on local measures of detail. The original picture is (a). Pictures 
(b), (c), (d), and (e) are arranged in order of increasing amount of detail and therefore increasing 
tolerance to noise. (Adapted from Netravali and Limb, Proc. IEEE 68 (1980): 388.) 
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Fig. 3-13. Experimental graphic display system. A plasma panel was used for viewing 
a picture common to both terminals of a communication system. Pictures can be entered 
and annotated from either terminal with the aid of a microprocessor or from a digital 
memory. [Sosnowski and Brainard, Proc. SID 20/3 (1979): 132.] 

scanned from top to bottom was designed by 0. Johnsen. 65 Patterns (not 
necessarily characters) are isolated and are matched to already transmitted 
patterns. If a correct match is detected, only the position of the pattern 
and the identification of the matching pattern are transmitted. Such tech­
niques can transmit documents in 10 to 20 seconds on a 9600-bit/sec line. 
Even this much transmission time is considered too large for many ap­
plications. Therefore, progressive or hierarchical transmission schemes, 
which exploit the growing use of soft display media, such as the CRT, 
and the decreasing costs of electronic memory, have been devised. In these 
schemes, a crude version of the document is transmitted first, requiring 
much less transmission time, and a gradual update is made to get the final 
good quality image. Such systems may find use in interactive graphics 
conferencing as well as picture data bases and in retrieving the pictures 
in the data bases. 

3.2 Video Conferencing 

New techniques have also been introduced to reduce the transmission 
cost of conference quality television. In television scenes that contain mov-
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ing objects, a more efficient coding can be performed by estimating the 
motion of the objects and then using the motion to compare intensities 
in successive frames that are spatially displaced by an amount equal to 
the motion of the object. [Fig. 3-14] Netravali and J. D. Robbins showed 
in 1974 that such schemes, called motion compensation,66 achieve trans­
mission rates below 1.5 Mb/sec, while maintaining a picture quality ad­
equate for conferences. 

In addition to bandwidth compression, different modes of operation of 
the conferencing systems are also being studied. One mode uses frame 
storage techniques to provide a continuous presence (in contrast to voice­
switched operation) by multiplexing several pictures in a band normally 
filled by one picture.67 [Fig. 3-15] 

TIME 

1/30 
SECOND 

I 
I 

PICTURE ELEMENTS 
USED FOR 

INTERPOLATION 

PICTURE ELEMENT 
BEING PREDICTED 

SCAN LINE FROM ALTERNATE FIELD 

FRAME I 

Fig. 3-14. Diagram showing part of the operation of a motion-compensated 
coding scheme. Picture element A in the current frame is predicted by an 
element C in the previous frame that is spatially displaced by an amount equal 
to the motion of an object in the scene. Vector CB is computed recursively such 
that it minimizes the difference in intensity between pels A and C using a 
steepest-descent method. 
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Fig. 3-15. Conferencing television system. (a) Continuous presence conference television. 
(b) By using frame storage techniques and conditional replenishment, three pictures plus a 
graphics signal can be transmitted in the same bandwidth occupied by a conventional television 
signal. A reduction in spatial and temporal resolution is more than compensated for (sub­
jectively) by having all participants in a conference continuously visible. Subjective studies 
indicated that continuous presence conference television resulted in much better conferences 
compared to those using traditional voice-switched systems, which switch the camera to the 
person in the conference who talks the loudest. 
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Fig. 3-16. A. N. Netravali, who has made research con­
tributions to cost-effective transmission and improved pic­
ture quality in conference and network television. 

3.3 Network Quality Television 

165 

The use of computer graphics, special effects, and digital processing 
within the television studio led to research in 1981 by Brainard, Netravali 
[Fig. 3-16], and Pearson in digital coding and transmission of network 
quality television. 68 Network television signals contain many more frame­
to-frame changes than conference television, and coding degradations 
should not be visible. Experiments have been made to encode such signals 
at 45 Mb/sec for transmission over terrestrial and satellite links. 

The research activities of the 1970s provided a strong technological 
base for the development of greatly improved picture transmission systems 
and led to the optimism that picture communications has a bright future 
in telecommunications. 
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Chapter 4 

Vacuum Tube 

Electronics Research 

The potential importance of the triode vacuum tube as an amplifier in 
communications systems was recognized by H. D. Arnold in 1912 when L. de 
Forest demonstrated his audion. As discussed in the first volume of this series, 
subtitled "The Early Years (1875-1925)," Arnold and his colleagues made many 
contributions to the early science and technology of vacuum tubes. Much of 
the subsequent work on electron tubes is described in another volume in this 
series, subtitled "Electronics Technology (1925-1975)." This chapter records 
fundamental investigations of the interaction of electron streams with elec­
tromagnetic waves, including space charge and transit time effects. It deals 
with reflex klystrons, electron guns, multicavity magnetrons, and traveling 
wave tubes, including spatial harmonic amplifiers and oscillators. 

I. ELECTRON BEAMS 

Fundamental theoretical and experimental studies in electronics research, 
with emphasis on the behavior of electron beams in vacuum tubes, began 
in the 1930s. In his paper on "Vacuum Tube Electronics at Ultra High 
Frequencies," 1 published in 1934, F. B. Llewellyn took into account the 
time of flight of the electron in a vacuum tube. In a subsequent paper, 
published in 1935,2 Llewellyn extended his analysis to calculate the rec­
tifying properties of diodes at very high frequencies and the amplifying 
properties of negative grid triodes. In 1938, C. E. Fay, A. L. Samuel, and 
W. Shockley published a paper, "On the Theory of Space Charge Between 
Parallel Plane Electrodes." 3 This work resulted in a very useful equivalent 
network for grid control tubes that included the effects of electron transit 
times and interelectrode capacitances. In the same year, Shockley and 
J. R. Pierce carried out a theoretical investigation of noise in electron 
multipliers, distinguishing between noise due to the input and noise gen-

Principal authors: C. C. Cutler and S. Millman. 
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erated in the secondary emission process of the several stages of ampli­
fication.4 In 1944, Llewellyn and L. C. Peterson wrote down the frequency­
dependent equations that accurately describe the electron stream in a diode.5 

1.1 The Pierce Electron Gun 

An important Bell Labs contribution in the early 1940s was Pierce's 
electron gun.6 [Fig. 4-1] Previously, electron beams were formed by focusing 
the electrons diverging from a cathode with electrostatic or magnetic lenses, 
and the lens system was designed by trial and error. Pierce studied the 
boundary conditions that must be met to confine electrons emerging from 
a flat cathode under space charge limited conditions to flow in rectilinear 

Fig. 4-1. The geometry of the "Pierce gun." Electrodes were shaped 
to produce an electric field outside the beam to be parallel to the beam 
edge for high-density conditions. The metallic cathode is shaped so as 
to produce an angle o:f precisely 67-1/2 degrees with the beam edge. 
At greater distances, the electrodes were shaped empirically. [Pierce, 
Theory and Design of Electron Beams (1954): 178.] 
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fashion, and showed that the electric field may be obtained by the simple 
expedient of supplying a nonemitting conical conductor adjacent to the 
cathode and inclined at an angle of 67.5 degrees to the beam edge. By 
using a concave cathode surface and appropriately shaped electrodes, 
higher-current densities of electron beams were easily obtained. Electrode 
shapes were determined empirically in an electrolytic water tank where 
the potentials in the electrolyte satisfied Laplace's equations, and the beam 
was represented by an insulator, displacing the electrolyte. A tilted tank 
simulated a circular cross section. The electrode shapes were adjusted until 
the potential distribution along the edge of the insulator, simulating the 
electron beam, matched that calculated to satisfy Laplace's equation outside 
and Poisson's equation inside the beam. 

1.2 The Reflex Klystron 

The invention of the klystron in 1935 by the Varian brothers at Stanford 
University was a real breakthrough in the technology of vacuum tube 
amplifiers at microwave frequencies. Their research was not published 
until 1939,7 and soon thereafter Bell Labs engineers began to apply their 
skills with very high frequency (VHF), waveguides, and electron dynamics 
to the design of devices useful at microwave frequencies. A microwave 
oscillator that played a particularly important role in World War II radar 
work was the reflex klystron invented by Pierce and W. G. Shepherd in 
the early 1940s. 8 

In the klystron the electron transit time is used constructively. Electrons 
from a cathode first-pass a gap in the capacitative part of a microwave 
cavity. The change in phase of the radio frequency (RF) electric field during 
a period of oscillation causes electrons passing earlier and at the proper 
phase to be retarded relative to those passing the gap later. The resulting 
"bunched" beam passes a second similar microwave cavity gap to interact 
with its RF field. The RF power is extracted from the cavity through a 
suitable coupling loop and a metal-to-glass seal. In the reflex klystron, 
which has only one microwave cavity, the bunched electron beam is re­
flected back to the cavity gap by the application of suitable negative voltage 
to interact with the RF field of the cavity from which the power is extracted. 
[Fig. 4-2] 

The Pierce-Shepherd reflex klystron, together with its derivatives, were 
the workhorses for heterodyning oscillator receivers throughout World 
War II. A multicavity Varian-type klystron having a very wide tuning 
range, 2 to 13 gigahertz (GHz), was developed by J. W. Clark and Samuel.9 

It was used as an amplifier in the Bell Laboratories TDX microwave radio­
relay transmission system introduced in 1948 (see Chapter 5, section 2.2 
in this volume). 
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Fig. 4-2. The reflex klystron. (a) Schematic cross section of a reflex oscillator. Above left: 
C is the cavity, K is the hot cathode, and R is the repeller. Above right: a cross section of 
the cavity. (b) The reflex klystron (bottom). Many versions of this tube were built for use as 
beating oscillators for wartime radar. Output was about 100 milliwatts. The tube was tuned 
over a small range by bending the envelope structure so that the cavity dimensions were 
changed. The electron focusing was such that the electrons transversed the cavity just twice, 
avoiding hysteresis effects that took place in early tubes where reflected electrons reentered 
the cathode region. 
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II. MULTICAVITY MAGNETRON RESEARCH 

2.1 Magnetron Research During World War II 

The main contribution by Bell Labs scientists to vacuum tube electronics 
research during World War II was through the work on the multicavity 
magnetron oscillator under the leadership of J. B. Fisk, who was to become 
vice president of research and later president of Bell Laboratories. This 
work was described in some detail in Chapter 2, section IV of the sec­
ond volume of this series, subtitled National Service in War and Peace 
(1925-1975). 

In a magnetron oscillator, electrons emitted from a cylindrical cathode 
are drawn by a radial electric field toward the multicavity anode structure 
surrounding the cathode and suitably spaced from it. An axial magnetic 
field is provided. In the crossed electric-magnetic field, the motions of 
individual electrons are cycloidal. Electrons gaining energy from interacting 
with the anode RF field return to the cathode and contribute energy to 
keep it hot. Electrons losing energy are drawn closer to the anode, and, 
under the proper synchronous conditions, these electrons continue to lose 
energy until they impinge on the anode, leading to fairly efficient transfer 
of their kinetic energy to RF energy. The RF power is drawn from the 
resonating structure to the outside by suitable coupling to one of the 
cavities, either by a coaxial loop or by a slot leading directly to the wave­
guide, with the appropriate glass-to-metal vacuum seal. 

Since a microwave magnetron has a multicavity anode structure, it can, 
in principle, oscillate in more than one of the resonant frequencies char­
acteristic of the assembly of coupled resonators. It becomes highly important 
in the design of a microwave magnetron oscillator to insure that with the 
application of the proper de magnetic and electric field it will oscillate in 
only one of these resonant frequencies. The most efficient and most stable 
mode of operation is one for which alternate anode segments are 180 
degrees out of phase in the RF oscillating cycle (the singlet 1r-mode). In 
1941, J. T. Randall and J. Sayers of the University of Birmingham found 
that tying the alternate anode segments together with short pieces of wire 
straps at each end of the anode block helped to insure such single-mode 
operation. The studies of Fisk, H. D. Hagstrum, and P. L. Hartman 10 in­
creased the understanding of the role that the various possible modes of 
oscillation played in magnetron operation and the effect of the wire straps­
which later evolved into two pairs of concentric copper rings-on the 
frequency separation between the desirable 1r-mode and the other resonant 
modes associated with the multicavity structure. The research of the Bell 
Labs group, in collaboration with Professor J. C. Slater of the Massachusetts 
Institute of Technology, also produced an experimental verification of the 
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scaling principle, making it technically feasible to design with confidence 
a multicavity magnetron at a shorter wavelength from a magnetron known 
to be operating successfullly at a given longer wavelength by appropriately 
scaling the physical dimensions and operating voltages, currents, and mag­
netic fields. 

2.2 Postwar Magnetron Re11earch 

Magnetron research declined rapidly after 1945. While Fisk continued 
his leadership of the Electron Dynamics Research Department, the activities 
shifted toward traveling wave tube research, particularly after Fisk tem­
porarily left Bell Laboratories early in 1947, at which point the leadership 
was assigned to Pierce and S. Millman. In 1949, the group moved from 
the "Biscuit Building" at the old Bell Labs headquarters (463 West Street, 
New York City), where major vacuum tube problems had frequently been 
soot and sweat, to the antiseptically clean quarters of a new building at 
Murray Hill, New Jersey. The air-filtered and air-conditioned tube assembly 
area-patterned in part aifter a laboratory set up at West Street by J. A. 
Morton for the fabrication of his dose-spaced triode-was a showplace 
for some time. 

2.2.1 Solution of a Magnetron Moding Problem 

In 1950, the Vacuum Tube Elecb:onics Research Department became 
aware of some problems encountered in the operation of the high-power, 
tunable magnetron transmitters used in the M33 Fire Control System.11 
Two principal problems were encountered: (1) very short life (averaging 
about a few dozen hours compared with an expected several hundred 
hours), caused mainly by the suck-in of the glass window in the waveguide 
output, and (2) a tendency to oscillate in an unwanted mode rather than 
the 11"-mode. The magnetron operating efficiency was also not up to ex­
pectation, but that was not unrelated to the moding problem. 

It was soon established that the overheating of the glass window in 
the output seal of the tube was occasioned by the initiation of arcs in the 
waveguide section leading from the magnetron to the rotating joint as­
sociated with the radar antenna. Although the rotating joint was designed 
to produce a good impedance match to free space for the entire wavelength 
band over which the tunable magrtetron was supposed to operate (12 
percent), the match was quite poor when the magnetron fired in a non-
11"-mode, with a wavelength about 10 percent lower than that of the 
11"-mode. The high standirtg-wave ratio set up in the waveguide when the 

TCI Library: www.telephonecollectors.info



Vacuum Tube Electronics Research 175 

magnetron started in the wrong mode caused the breakdown in the guide. 
The resulting arc quickly moved to the window and, after about 2 
minutes, the glass window became soft enough to melt and suck in. 

It was believed that the problem arose from a possible variation in the 
loading for the competing non-1r-mode frequency (which is a frequency 
doublet as compared with the singlet 1r-mode), arising from small uncon­
trolled asymmetries in the anode construction (e.g., in the concentric close­
spaced copper ring straps}. If this non-1r-mode oscillating frequency is 
too lightly loaded, the magnetron can start in this undesirable mode. The 
solution arrived at (as described in an unpublished internal memorandum) 
was to introduce a deliberate asymmetry in the anode block, large enough 
to mask the uncontrolled asymmetries but not so large as to distort in any 
significant manner the operation of the magnetron in the normal operating 
1r-mode. This asymmetry, which consisted of a slight enlargement of two 
of the holes of the 16 hole-and-slot cavities of the anode block, was so 
placed with respect to the output waveguide as to insure an appreciable 
loading for the competing non-1r-mode. 

It was very gratifying to the researchers and to those responsible for 
the development of the magnetrons that this very simple solution of a 
serious magnetron problem resulted in the manufacture of highly efficient 
magnetrons, free from moding problems and having long life. 

2.2.2 The Circular Electric Mode Magnetron 

A novel approach for obtaining stable 1r-mode magnetron operation 
was the coaxial cavity magnetron invented in 1954 by J. Feinstein and 
R. J. Collier at Bell Labs.12 In this magnetron anode design, the backs of 
alternate resonators are coupled through slots to a microwave cavity, os­
cillating in the TE011 mode, which surrounds the anode. Since the RF 
currents in alternate resonators are all in phase, under 1r-mode operation, 
they couple easily to circumferential currents of the cavity. The cavity also 
improves the frequency stabilization and provides easy tuning of the mag­
netron frequency. [Fig. 4-3] 

III. TRAVELING WA VE TUBES 

Although R. Kompfner [Fig. 4-4] was the inventor of the traveling wave 
tube, 13

•
14 it was Pierce [Fig. 4-5] who exploited its great potential as a 

broadband ultrahigh frequency (UHF) and microwave amplifier. Pierce 
heard of Kompfner's early work on the traveling wave amplifier through 
the British Committee on Vacuum Tube Development in 1944. He visited 
Kompfner at Oxford University, and from this visit there developed a long 
and fruitful collaboration between the two men. Kompfner was relatively 
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Fig. 4-3. Anode structure o:f the circular electric mode magnetron: (a) cutaway 
of the magnetron, (b) cutaway of the anode-a longitudinal view, and (c) cross 
section of anode coupled to the cavity-llooking down. [Feinstein and Collier, 
Crossed-Field Microwave Devices, Vol. 2 (1961): 125.] 

new in electronics. He was educated in Vienna as an architect and started 
a career in this profession in London. He was caught up in electronics 
activities during World War II. In 194(3, he initiated an experimental in­
vestigation of the interaction of an electron beam with an electromagnetic 
wave propagating in a slow-wave circuit. He envisioned it as a means of 
obtaining very low noise microwave amplification, and was building tubes 
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Fig. 4-4. R. Kompfner, who invented the traveling 
wave tube and the backward-wave, voltage-tunable os­
cillator. 

177 

and analyzing the results to test the idea. Pierce, on the other hand, had 
a wealth of experience in electronics, including work on multicavity klys­
trons, which bore a strong resemblance to traveling wave tubes. He quickly 
saw the possibilities of obtaining larger gain and almost unlimited band­
width operation with a traveling wave tube amplifier compared with the 
Morton dose-spaced triode tubes. He was less impressed with the low 
noise possibilities that had appealed to Kompfner. 

Immediately after he returned from his visit to Oxford, Pierce set about 
developing his own analysis, and designed a traveling wave tube with an 
intentionally lossy helix. The addition and optimal distribution of loss, 
together with the appropriate proportioning of the beam and circuit, turned 
out to be vital ingredients to the success of the tube. Pierce's initial successes 
with the new amplifier and his theoretical analysis of the operation of the 
traveling wave principle 15

-
16 provided a stimulus for colleagues at Bell Labs 

and workers elsewhere to enter this field of research. Kompfner joined 
Bell Laboratories in December 1951. 
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Fig. 4-5. J. R. Pierce, who pioneered in fundamental theoretical studies 
of traveling wave amplification with electron beams and made a major 
contribution to the development of the traveling wave tube as an extremely 
wide-band microwave amplifier. 

3.1 The Helix Traveling Wave Tube Amplifier 

Pierce and his collaborator, L. M. Field, designed a helix traveling wave 
tube amplifier 17 in which the helix was made of molybdenum wire, with 
a few turns in the center coated with a carbon particle colloid (Aquadag*) 
to provide appropriate RF loss. (Fig. 4-6] The early tests were successful 
enough that further development of the helix traveling wave tube could 
be turned over to a development group of which Morton was supervisor. 
In the meantime a group concerned with radio research, under the su­
pervision of C. C. Cutler at the Murray Hill, New Jersey laboratory in 
close proximity to Pierce and his colleagues working on traveling wave 
tubes, started in 1949 to work on the high-frequency circuitry that would 

• Trademark of Acheson Colloids Co. 
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(a) 

(b) 

Fig. 4-6. The helix traveling wave tube. (a) An early traveling wave tube. (b) A traveling 
wave tube coupled to the input and output waveguides for amplification of 4-GHz RF signals. 

be associated with the tube for microwave radio applications. The group 
began a very fruitful study of the traveling wave tube using demountable, 
continuously pumped vacuum techniques. They determined the optimized 
loss distribution on the helix of the traveling wave tube, designed appro­
priate permanent magnet focusing of the electron beam, and contributed 
to the understanding of spurious modulation. One of the spurious mod­
ulation effects was found to be caused by ion oscillations and was eliminated 
by learning how to bake out and evacuate electron tubes more effectively. 

3.1.1 Focusing of Electron Beams 

The brute force method of focusing electron beams was to immerse 
everything in a uniform magnetic field. In 1945, L. Brillouin 18 of the IBM 
Watson Laboratories, and Pierce 19 at Bell Labs derived analytically the 
conditions for obtaining a smooth electron beam with a minimal magnetic 
field by exactly balancing the space charge repulsion with the magnetic 
force on electrons traveling helically through the field, and by initiating 
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the electron current from a cathode outside the magnetic field. Later, Pierce 
and L. R. Walker extended the theory to include the thermal velocity 
distribution of the electrons. 20 Nevertheless, focusing an electron beam 
with permanent magnets was not very attractive, since the magnets were 
very bulky, expensive, and often inconvenient. 

In 1952, a new method for focusing beams of high-energy ions was 
announced by E. D. Courant, M. S. Livingston, and H. S. Snyder at Brook­
haven National Laboratory. 21 They called it strong focusing; it is also 
known by the more descriptive term, quadrupolar focusing. In this method, 
transverse magnetic fields between sets of four pole pieces intersect the 
ion beam; these fields cause small undulations in the flow, and eventually 
a drift of the ion toward the axis. The method was not particularly good 
for traveling wave tube beams, but it generated a lot of research activity 
and resulted in the application of periodic focusing to traveling wave tubes, 
which was first proposed by Pierce. 22

•
23 The focusing field in a traveling 

wave tube could be reversed periodically along the direction of electron 
flow to great advantage in reducing magnet size. Fortunately, magnets of 
ferrite material (see Chapter 12 of the fourth volume in this series, subtitled 
Physical Sciences (1925-1980)) became available at this time, and it was 
possible to make very strong fields in short gaps with ferrite material in 
the form of many small tori, oppositely and axially poled; the assembly 
weighed a total of only 2 pounds. By contrast, an alnico magnet to focus 
a 10-inch-long electron beam of 10 milliamperes weighed hundreds of 
pounds. 

Electric field reversals also have a focusing action on electron beams, 
and many configurations of slow-wave structures and de electric field 
configurations were devised in hopes of eliminating magnets altogether; 
one of these was Kompfner's slalom focusing tube. Perhaps it is apocryphal 
that the idea came to him on a ski slope, but it is a fact that he came to 
work one morning with the notion that a beam weaving its way through 
a positively charged ladder structure would be focused by the electric field. 
Two of his colleagues, J. S. Cook and W. H. Yocom, built an experimental 
tube that embodied the ladder structure and demonstrated the focusing 
action, 24 although it was never incorporated in one of the traveling wave 
tubes. An analysis of focusing an electron beam with periodic permanent 
magnets was given in 1954 by J. T. Mendel, C. F. Quate, and Yocom25 

and another for focusing with both magnetic and periodic electric fields 
was given by A. M. Clogston and H. Heffner. 26 

3.1.2 Instabilities in Electron Beam Tubes 

As noted in section 3.1 above, instabilities were a problem in electron 
beam tubes from the beginning. Characterizing, eliminating, and sometimes 
capitalizing on instabilities accounted for a considerable effort, and resulted 
in a few important discoveries in the field. Electron and ion beam instabilities 
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are discussed in section 2.3.1 of Chapter 6 of Physical Sciences (1925-1980). 
Hollow and strip beams were also found to be inherently unstable con­
figurations, a fact first observed in 1955 by H.F. Webster at General Electric 
Research Laboratory27 and later by Cutler.28 

A source of instability in traveling wave tubes is the phenomenon of 
phase defects caused by reflected electrons. Electrons reaching the collector 
in the tube give rise to secondary electrons that are generally of somewhat 
lower energy than the beam energy, are not difficult to contain, and are 
relatively harmless because they are not synchronous in velocity under 
any circumstances. However, a small fraction of the electrons are elastically 
reflected at the collector, and may traverse the helix at a velocity syn­
chronous with the backward traveling wave, bypassing the loss region. 
These were first discovered by Cutler during a study of nonlinear behavior 
of the tube as a source of very low-level oscillations. Even when subdued, 
the feedback signal slightly modulates the forward wave in phase and 
amplitude, and for most telephone applications must be eliminated com­
pletely. This was done by meticulous collector design, with magnetic fo­
cusing asymmetry in the collector to steer the reflected electrons out of 
the circuit. 29 

3.1.3 Large-Signal Computer Calculations 

The digital computer was developing into a useful tool at the same time 
that the proliferation of activity in electron beam tubes was taking place. 
Probably the first attempt to use computers for studying tube behavior 
was made in 1953 by A. T. Nordsieck.30 He reformulated the traveling 
wave tube equations in parametric form suitable for the computer, ap­
proximated the electron stream by equations describing a one-dimensional 
charge distribution of point charges in a field, and iterated the interaction 
until the distribution of charges was severely distorted. The result was an 
approximation of nonlinear, overloading behavior of the tube. Somewhat 
later, P. K. Tien, Walker, and V. M. Wolontis31 refined the process, including 
space charge and using a disc approximation to account for beam diameter. 
Their results agreed with experimental observations made at Bell Labs on 
a to-times scale-model tube and with experiments conducted in other 
laboratories. These calculations provided a basis for designing medium­
power traveling wave tubes. Computer modeling of electron interaction 
was also used widely in studying focusing and noise, and has supplanted 
empirical methods. 

3.1.4 Short Pulses and the Traveling Wave Oscilloscope 

The large gain and enormous bandwidth of the helix traveling wave 
tube gave rise to a number of effects, particularly oscillations in the form 
of short recirculating pulses when the nature of the oscillations was a 
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means of generating very short pulses. Thus, by feeding the output of a 
traveling wave tube back to the input through a nonlinear element (called 
an expandor), Cutler was able to obtain repetitive pulses of 3-nanosecond 
duration. 32 The generation of such short pulses by feedback in a traveling 
wave tube stimulated the development of very fast pulsed circuitry at Bell 
Labs and was generic to the use of mode locking in lasers in the next 
decade (see Chapter 5, section 2.2 of Physical Sciences (1925-1980)). The 
traveling wave principles were also applied by Pierce to make a broadband 
micro-oscilloscope, 33 which he used to resolve the short pulses. His micro­
oscilloscope was copied and replicated in new generations of very high­
speed oscilloscopes by commercial test instrument manufacturers. 

3.2 The Spatial Harmonic Amplifier 

While the research on the helix traveling wave tube was influenced by 
the need for wideband amplifiers for the microwave relay systems in the 
frequency range of 4 to 6 GHz, other traveling wave tube activities, stim­
ulated by research in the SO-GHz region, aimed at exploiting the highly 
desirable properties of the TE01 mode of the circular waveguide (see Chapter 
6 in this volume). Not being optimistic about the feasibility of scaling 
down the helix structure by a factor of ten, Millman [Fig. 4-7] looked for 

Fig. 4-7. S. Millman, who made fundamental contributions to magnetron 
and traveling wave tube research. 
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other slow-wave circuit structures that would be more rugged than the 
helix for a millimeter-wave amplifier but at the same time would not 
r~quire higher voltage for operation. 

In 1950, Millman designed a microwave circuit consisting of a large 
number of quarter-wave slot resonators, with RF input and output coupled 
to the respective end resonators by means of tapered waveguides. However, 
instead of operating this traveling wave tube in the typical traveling wave 
fashion with the beam velocity about equal to the phase velocity of the 
wave traveling in a direction perpendicular to the slots, he proposed to 
operate the amplifier in a mode that required the electrons to fall back a 
full RF period as the wave moved from one slot to the next adjacent slot, 
with a consequent reduction of about a factor 5 in speed and a factor of 
25 in voltage. 

Millman first experimented with this novel amplifier at the 25-GHz 
microwave region (K-band), where good test equipment was readily avail­
able and the fabrication of tubes was relatively easy. After achieving en­
couraging results at this frequency, he constructed a SO-GHz amplifier, 
having 100 resonator slots, and achieved a gain of about 20 dB at a 
bandwidth of about 2 percent. 34•

35 (Fig. 4-8] 
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Fig. 4-8. Millman's spatial-harmonic traveling wave tube, which amplified 6-mm waves. 
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While experimenting with his spatial harmonic amplifier and trying to 
drive the amplifier to higher and higher power, Millman found that 
oscillations set in at frequencies different from the input frequency. A 
careful measurement of the wavelengths at the corresponding beam voltage 
at which oscillations took place served to establish that these oscillations 
were produced in waves propagating in the direction opposite to the beam 
velocity. This backward-wave, spatial-harmonic operation is highly voltage 
sensitive, in contrast with the operation of the tube as an amplifier for 
which a constant voltage, independent of frequency, is desired. With his 
interest focused on the amplifier, Millman improved the operation of his 
traveling wave tube by making the waveguide output somewhat more 
broadband to minimize thei competition from oscillations that required 
voltage close to the operating voltage of the amplifier. 

3.3 Backward-Wave Voltage-Tunable Osdllator 

Many structures besides the helix support a slow wave, and many 
researchers hoped to find the one that would make the helix obsolete. 
The periodicities in slow-wave structures, such as the one described in 
section 3.2, result in spatial variations in the field that are best described 
as the sum of space harmonics of the fundamental propagating field; the 
electron beam can interact with these fields if the synchronous velocity 
condition is satisfied. Some of these phase harmonics have effective phase 
velocities in a direction that is the reverse of the respective group velocities, 
and for these space harmonic:s the phase velocities are inherently dispersive. 
Synchronism obtains at only one frequency for a given beam voltage, but 
changes with voltage. Kompfner realized this possibility while still in Eng­
land. When he arrived at BEill Labs in December 1951, he found that the 
traveling wave amplifier that Millman built for millimeter wavelengths 
was ideally suited for a voltage-tunable oscillator and that the structure 
was a natural for space hamtanics. Thus, Kompfner's first successful back­
ward-wave oscillator36 was built sooner than he expected. It appears that 
B. Epsztein, at Companie Generale Telegraphique sans Fil in France, was 
first to file for a patent on an application of the backward-wave structure 
for a voltage-tunable oscillator in April 1951. A U.S. patent was issued 
to Epsztein in 1960.37 

It is amusing that when Kompfner's patent application on the voltage­
tunable backward-wave oscillator reached the Patent Office, the military 
usefulness was evident and the subject matter was classified secret, and 
Kompfner, being a noncitizen, was not allowed to know about the tube 
he himself invented. 

The backward-wave oscillator became very important for certain military 
applications, but particularly as a signal generator that is voltage tunable 
over a wide bandwidth for laboratory purposes. It also found application 
as a signal source for millimeter- and submillimeter-wavelength radiation. 
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3.4 The Karp Space-Harmonic Oscillator at Millimeter Waves 

Another slow-wave circuit structure for traveling wave tubes for use 
at millimeter wavelengths was proposed in 1955 by A. Karp.38

•
39 The circuit 

consisted of a ridged, rectangular waveguide overwound with a fine wire, 
spaced to form a slotted surface opposite the ridge. The electron beam 
traveling perpendicular and very dose to the slots was coupled to space 
harmonics of waves traveling in such a circuit. [Fig. 4-9] Karp obtained 
forward-wave interaction and backward-wave oscillations in a wavelength 
band centered at 5.6 GHz. He later extended the application of this circuit 
structure to obtain electronically tuned oscillations at frequencies between 
100 and 200 GHz. Several dozen of these tubes were built and used in 
physics millimeter-waveguide research. 

3.5 The Easitron Amplifier 

In 1950, Pierce proposed a microwave amplifier that, because of its 
conceptual simplicity, became known as the "easitron." An electron beam 
is arranged to travel parallel to a closely spaced grid of wires between two 
plates that are separated by less than half a wavelength. Walker and Pierce 
analyzed the performance of such an amplifier, which was described in 
an unpublished internal technical memorandum. 

A thin sheet of electrons moving uniformly in the plane of the sheet 
through empty space sees a capacitive admittance. An applied RF field 
along the beam then produces two unattenuated waves, one faster and 

I 
I 
I 

RIDGED 
WAVEGUIDE 

Fig. 4-9. Karp's space-harmonic circuit for traveling wave amplifiers and 
backward-wave oscillators of millimeter waves. [Karp, Proc. IRE 45 (1957): 
496.] 
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one slower than the beam. On the other hand, when a nonpropagating 
circuit is introduced and the admittanc1e seen by the beam is constant and 
inductive, the phase of the resultant RF field causes the beam-density 
modulation to increase. As a result, a growing and a decaying wave are 
produced traveling at the beam velocity. The system thus amplifies at any 
beam velocity and at any frequency for which the circuit is inductive. Such 
a device was built by Walker and gave a net gain of 70 dB at 7.9 GHz. 
Because of the success of other amplifiers, the problems of frequency 
sensitivity and coupling to input-output circuits were not further explored. 

3.6 Double-Stream Amplification 

In the late 1940s, the efforts of a number of scientists and engineers at 
many electronics research institutions were directed toward inventing mi­
crowave oscillators and amplifiers that, it was hoped, would be applicable 
to millimeter waves. We noted earlier in this chapter that a specific mo­
tivation for Millman's SO-GHz spatial harmonic amplifier was the research 
activity at the Holmdel, N1?w Jersey laboratory, aimed at exploiting the 
desirable propagation prop,erties of the TE01 mode in the circular cross­
section waveguide. Several researchers in different laboratories indepen­
dently came up with the idea of achieving RF amplification in two electron 
beams of slightly different average velocities and traveling close to each 
other (i.e., at a distance small compared with the free space wavelength 
of the RF oscillation to be amplified). The published papers of L. E. 
Neergard 40 of RCA, A. V. Haeff41 of the Naval Research Laboratory, and 
the two papers from Bell Labs by Pierce and W. B. Hebenstreit 42 and by 
A. V. Hollenberg 43 appeari:id within two months in late 1948 and early 
1949. An extensive analysis of the operation of the double-stream amplifier 
was published by Pierce.44 

In the double-stream amplifier the two electron streams support a space 
charge wave that travels with a phase velocity, which is intermediate 
between the two electron velocities, and that increases in amplitude with 
distance as it travels. Circuits, such as helixes or resonators, are required 
at the two ends to couple with the electron streams, one at the input end 
to set up a space charge wave and one at the output end to extract the 
power from the amplified wave. Hollenberg used a helix circuit for input 
and output and obtained a gain of about 33 dB at about 250 megahertz 
(MHz) with a bandwidth of 110 MHz. The need for helixes or other RF 
circuits of very close tolerances for coupling to the electron beams at the 
input and at the output remained as a fundamental limitation of the double­
stream amplifier at millimeter waves. 
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IV. NOISE IN MICROWAVE AMPLIFIERS AND DETECTORS 

Even before the problem of electronic noise in microwave tubes was 
recognized, Shockley and Pierce developed a theory of noise for electron 
multipliers.45 We have noted in section II above that a motivation for work 
leading to the invention of the traveling wave tube by Kompfner was to 
find ways of avoiding the noise inherent in other microwave detectors. 
The early tubes had a noise figure (a measure of the increase in the noise­
to-signal ratio in the output compared with that at the input) of about 30 
dB at a time when silicon or germanium diode mixers were giving a 12-
to 15-dB noise figure. In traveling wave tubes and klystrons, the electron 
beam used to amplify the signal carried shot noise that was amplified 
along with the signal, resulting in a significant degradation of the signal­
to-noise ratio of the output. 

4.1 Noise Studies in Traveling Wave Tubes 

Space charge smoothing of noise in thermionic diodes was studied in 
the late 1930s, and reached a milestone with publication of the Llewellyn­
Peterson equations (referred to in section I above).46 Pierce used these in 
electron beams and predicted that standing waves of noise would exist in 
the beam, with noise energy alternating between a modulation of charge 
density and velocity in the same way as a signal in a klystron drift space. 
Experimental verification soon followed, and in due course it was accepted 
that, in a narrow band, noise is just another signal but with a natural 
origin. 

Realizing and quantifying the electron beam noise led to a number of 
spectacular advances in the traveling wave tube. First, it was clear that 
starting the helix at an optimum phase in the noise wave would lower 
the amplification of the noise, since, in the helix, traveling wave tube noise 
is coupled through space charge. Then, L. M. Field (by this time at Stanford 
University) and his student, P. K. Tien, realized that by suddenly accel­
erating an electron beam at the right distance from the cathode, the noise 
could be amplified or subdued. 47 Work at Stanford University and at Bell 
Labs that was done by Tien and others after he joined Bell Labs produced 
a series of experimental tubes48 that inhibited noise and enhanced gain 
by appropriately placed velocity jumps. With these advances, noise figures 
of less than 3 dB were realized, thus reducing the noise output power by 
a factor of several hundred. The noise figures in traveling wave tubes 
became comparable to those in other microwave amplifiers, such as the 
parametric amplifier. (Fig. 4-10] 
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Fig. 4-10. The apparatus used by Cutler and Quate in measuring the noise current along 
an electron beam. The gun is at the left. The beam passes through a resonant cavity that 
can be slid along so that the noise current can be picked up and measured as a function of 
distance along the beam. [Cutler ,and Quate, Pltys. Rev. 80 (1950): 875.) 

4.2 Noise and Parametric Amplification 

In 1957, H. Suhl49•50 proposed a gyromagnetic parametric amplifier that 
consisted of two resonant circuits coupled by a variable reactance (see also 
Chapter 1, section 2.2.3 of Physical Sciences (1925-1980)). The amplifier 
involved a frequency condition /(pump) = f 1 (signal) + / 2 (idler), in accord 
with the analysis of parametric amplifiers given by J. M. Manley and 
H. E. Rowe.51 Shortly thereafter, Tiens2,53 invented a traveling wave para­
metric amplifier. In addition to the frequency condition mentioned earlier, 
he proposed a phase-matching condition for the phase velocity of the 
above oscillatory frequencies, /j(pump) = /j1(signal) + /j2(idler), which is 
also known as the Tien-Beta relation, a phase-matching condition widely 
used in nonlinear optics applications of quantum electronics. 

The wave-type parametlic amplifiers, including the forward-wave-type 
and the backward-wave-type amplifiers as proposed by Tien, were quickly 
demonstrated in the form of semiconductor diode amplifiers by M. Ueno­
hara and W. M. Sharpless,54 and in the form of cyclotron-wave electron­
beam amplifiers by R. Adler of Zenith Radio Corporation 55 and by T. J. 
Bridges and A. Ashkin.56

•
5

'' The Uenohara-Sharpless amplifier, operating 
at a frequency of 5 GHz, had a noise figure as low as 0.3 dB, which is to 
be compared with a noise figure of ~l to 6 dB in typical traveling wave 
tubes. What makes the parametric amplifiers important is that signals are 
amplified by an electron beam or by semiconductor diodes in the form of 
a variable reactance that does not contribute noise.58 
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The achievement in the noise reduction of the helix traveling wave tube 
notwithstanding, vacuum tube electronics research at Bell Laboratories 
declined rapidly beginning with the mid-1950s. The noise figures obtained 
with the microwave maser used in the Telstar communication system and 
with the semiconductor diode parametric amplifiers, as noted in section 
4.2 above, were even lower than with the best traveling wave tubes. 
However, traveling wave tubes have continued to play a very important 
role in high-power microwave applications, such as transmitters in satellites. 
Moreover, the solid-state amplifiers were small, rigid, and relatively in­
expensive, requiring negligible power and no magnetic fields to operate. 
With the proliferation of solid-state microwave devices and the expectation 
of more to come, particularly after the invention of the laser with its 
virtually unlimited bandwidth potential, interest in vacuum tube electronics 
research at Bell Laboratories ceased. 
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Chapter 5 

Radio Systems Research 
The extensive contributions by Bell Labs scientists and engineers to radio 

communications began first in the shortwave radio region, with research on 
propagation, antenna design, and the fundamentals of noise encountered in 
receiving systems. Motivated by the need for ever-increasing bandwidths in 
radio transmission and by the recognition of the advantages of using shorter 
wavelengths in radar applications, research in the 1940s focused on microwaves. 
This research led to the microwave relay TDX system in 1947 and the subsequent, 
widely used TD radio relay systems in the 4- and 6-gigahertz (GHz) regions 
of the electromagnetic spectrum, with extension of the frequency range to 11 
GHz for short-haul systems. Satellite communications research started in the 
mid-1950s, first using reflection of microwaves from a balloon placed in orbit 
around the earth. This was followed in the early 1960s with research on 
communication via a repeater system placed in the Telstar orbiting satellite, 
thus demonstrating the feasibility of commercial satellite communications. The 
more recent accomplishments in mobile radio communications laid the ground­
work for cellular radio, which involved the division of a given metropolitan 
area into a number of adjoining hexagonal cells. Techniques were devised for 
dynamic channel assignment and efficient use of allotted frequency bands for 
handling short-term statistical fluctuations in communications demands. 

I. RESEARCH AT SHORT AND ULTRASHORT WAVELENGTHS 

Radio research before about 1940 was primarily directed toward es­
tablishing shortwave transoceanic circuits as well as setting a base for 
understanding the generation, propagation, and detection of radio fre­
quencies up to about 300 megahertz (MHz). The accomplishments of Bell 
System scientists and engineers before 1925 are discussed in some detail 
in another volume of this series, subtitled The Early Years (1875-1925). 

The radio research activities at Bell Laboratories were centered at two 
laboratories in New Jersey.1 The "receiving" laboratory (so-called because 
it was used for reception of transatlantic radio signals) was first set up at 

Principal authors: C. C. Cutler and D. 0. Reudink. 
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Fig. 5-1. The Holmdel Radio Research Laboratory in 1931. 

Cliffwood and later moved to a 400-acre tract in Holmdel. It became 
known thereafter as the Holmdel laboratory. [Fig. 5-1] It was the location 
of much work on antennas, shortwave and ultra-shortwave receivers, and 
measurement technology. The other laboratory at Deal Beach, 15 miles 
(mi.) south of Holmdel, housed the high-power shortwave transmitter 
work and also was the source of many advances in measurement techniques. 
The geographical separation was a primitive but effective method of iso­
lation, or radio frequency (RF) shielding, between the two related but 
differing endeavors. The Deal laboratory shared space with overseas radio 
operators in a combined dormitory-laboratory structure, in addition to 
occupying two small frame structures called the longwave and the short­
wave buildings. Both the Holmdel and Deal laboratories sprouted temporary 
structures to house measuring apparatus and field equipment. Another 
part of the radio organization was at the Bell Labs headquarters building 
at West Street in New York City, New York. In 1962, radio research was 
consolidated in one building called the Crawford Hill Laboratory in Holm­
del, New Jersey. 

There was considerable collaboration with the development and research 
engineers of the AT&T Long Lines Department and with the engineers at 
the Bell Labs Whippany, New Jersey location engaged in radio research 
related to broadcast and other commercial interests in the period from 
1925 to 1955. 

1.1 Shortwave Propagation and Detection 

Much of the early work in radio at Bell Laboratories, and indeed world­
wide, was concerned with the challenge of shortwave propagation. In the 
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early 1920s, G. Marconi as well as radio amateurs discovered that short­
wavelength radio waves, after skipping large areas, reappeared at ground 
level at very great distances-even completely circumnavigating the globe. 
In 1925, R. A. Heising, J. C. Schelleng, and G. C. Southworth, using a 
sensitive and cleverly designed measuring set, made the first quantitative 
shortwave measurements over substantial distances. 2 They measured the 
variations in the sky wave from Deal to cities such as Cleveland, Ohio; 
Chicago, Illinois; and Minneapolis, Minnesota. [Fig. 5-2] In 1926, the mea­
surements were extended to California and England. Transmission was 
tracked by ship from New York to Bermuda and, later, to England. 

Establishing predictable and reliable shortwave radio transmission was 
a high-priority activity. In 1925, H. W. Nichols and Schelleng calculated 
the natural frequency of the electrons in the earth's magnetic field to be 
about 140 MHz.3 Their calculations were based on mostly hypothetical 
properties of the ionosphere, or the Kennelly-Heaviside layer,4 and on the 
interactions of atmospheric ions with radio frequency waves and the earth's 
magnetic field. These interactions had earlier been postulated as a cause 
of anomalous propagation at lower frequencies. Soon the vagaries of short­
wave transmission and "skip" were better understood, and, by shifting 
frequencies several times during a 24-hour period, reasonably consistent 
communication could be maintained. 5 This was very fortunate, since the 
newly established longwave transmissions ran into serious noise problems 
during the summer months, and the experimental shortwave circuits became 
available for trial operations. 

The design of measuring sets was also a high-priority activity, as more 
sensitive tubes and circuits became available and interests moved pro­
gressively to higher and higher frequencies. 6 In 1926, H. T. Friis (Fig. 
5-3], using a battery-powered, double-detection (later called superhetero­
dyne) receiver with a number of plug-in loop antennas, made a measuring 
set that was copied for many years.7 These sets were calibrated by using 
the first and second detectors as vacuum tube voltmeters with a calibrated 
attenuator in the intermediate frequency (IF) amplifier, thus establishing 
the set gain. The field strength was then determined from calculated prop­
erties of the loop antenna. This superheterodyne receiver was widely rep­
licated and used extensively over the next decade, both in the United 
States and in other countries. 

As shortwave propagation became better understood, it became clear 
that not one but many propagation paths were involved. The ionosphere 
was investigated by studying the time and direction of arrival of pulsed 
signals as a function of frequency. Large arrays and steerable antennas 
were built at Holmdel, and vertical soundings were made at Deal. 8 The 
soundings consisted of transmitting radio frequency pulses vertically and 
analyzing the waves returning to the point of origin. Plotting pulse delay 
as a function of frequency revealed interesting layering in the ionosphere. 
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(a.) 

NIGHT 

(b) 

Fig. 5-2. Anomalous atmospheric propagation of shortwave radio. 
A is a higher-frequency radio wave (about 12 MHz). B is a lower­
frequency radio wave (about 3 MHz). (a) With many ions in the 
atmosphere during the day, A is refracted to reach Chicago; B is just 
attenuated and does not reach its, goal. (b) At night, however, the 
ions have disappear,ed. A is not refracted much, and B is much less 
attenuated. 

It was found that there was not just one, but up to six reflecting layers.9,10 

Studies of solar eclipses and meteorite showers revealed the dynamics of 
ionospheric fluctuations and added a great deal to the knowledge of the 
ionosphere. These measurements were continued until 1939, when it be­
came clear that a similar program at the United States National Bureau 
of Standards adequately covered Bell System needs. 
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Fig. 5-3. H. T. Friis, who made fundamental contributions to the un­
derstanding of the role of noise in radio receivers and in the direction of 
research in microwave and millimeter-wave systems. 

1.2 Beyond-the-Horizon Tropospheric Propagation 

197 

In 1950, K. Bullington pointed out that very-short-wavelength radio 
power propagating beyond the horizon greatly exceeds the power calculated 
for diffraction around the earth. 11 This provided a surge of interest in these 
potentially useful properties and led to early studies at Bell Labs12 and 
elsewhere. Several theories were proposed to explain this propagation. 
Scattering by atmospheric turbulence was investigated by H. G. Booker 
and W. E. Gordon in 1950.13 Mode propagation was studied by T. J. Carroll 
and R. M. Ring.14 A theory of reflection from atmospheric layers was later 
advanced by Friis, A. B. Crawford, and D. C. Hogg. 15 Crawford, Hogg, 
and W. H. Kummer conducted an extensive set of experiments on a 171-
mi. path, between Pharsalia, New York and Crawford Hill, New Jersey, 
from May 1955 to September 1958. Using two different sizes of receiving 
antennas, 60 and 8 feet (ft.), and frequencies at 4000 and 460 MHz, they 
accumulated much propagation data and were able to shed light on the 
beyond-the-horizon propagation mechanism. 16 

Crawford and associates found agreement with the predictions of the 
theory of reflection from a large number of randomly disposed atmospheric 
layers, due to the steep gradients in the dielectric constant of air in the 
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volume of the atmosphere common to the beams of the transmitting and 
receiving antennas. At 4000 MHz, the ratio of the mean signal levels 
received by the 60-ft. antenna to that received by the 8-ft. antenna was 
not as large as expected from the ratio of antenna sizes (6 decibels (dB) 
compared with an expected 17 dB). This was found to be related to the 
observed variation in the angular distribution of the received signal due 
to local bending effects, which affect the large antenna with its higher 
resolving power more than the smaller antenna. With a given antenna, 
the received power was proportional to wavelength, as expected. Signal 
fading rates were shown to be related to the size of the antennas and to 
the velocity of the horizontal drift wind normal to the propagation direction. 
While some commercial use of tropospheric scatter for communication 
was realized, the Bell System generally chose higher-capacity, more reliable 
alternatives such as satellites, undersea cable, or microwave radio-relay 
systems. 

1.3 Early Antenna Research-The Rhombic Antenna 

Interest in antenna directivity, beyond that obtained with simple loops 
and dipoles, reawakened when the possibilities of shortwaves began to 
be understood in the first half of the 1920s. R. M. Foster of the AT&T 
Development and Research Department contributed to the understanding 
of antenna arrays when, in 1926, he published the directive diagrams of 
arrays of various numbers of elements and element spacings.17 Southworth 
extended this work in 1930.18 

An important result of the antenna research activities was the invention 
of the rhombic antenna by Friis and E. Bruce.19 [Fig. 5-4] A straight wire 
radiates radio waves symmetrically from each end. To make a unidirectional 
receiving antenna, Bruce slanted a wire upward from the receiver so that 
the lower part of the cone of radiation pointed horizontally. He then bent 
the wire downward from the top of a pole so that the upper part of the 
cone of radiation from this segment coincided with the same desired hor­
izontal direction. This made an inverted V. He terminated the end with 
a resistor to ground having a resistance equal to the radiation resistance 
of the wire. In accordance with known theory, the ground below an antenna 
acts like a mirror to produce the equivalent of an image of the antenna 
at the same distance below the ground plane. [Fig. 5-5] Thus, it was soon 
realized that the properly terminated, inverted V antenna was nearly 
equivalent to a vertical diamond-shaped antenna in free space. From this 
it was only one further step to a realization that the antenna could be 
turned on its side and, with some modification of dimensions and re­
placement of the image with real wire, become a horizontal double-V 
antenna. The resistor dissipated any signals coming from behind while 
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Fig. 5-4. E. Bruce, who made fundamental con­
tributions to shortwave radio communications with 
his invention of the rhombic antenna and his ar­
rangement of antenna arrays for magnifying the 
effective signal in radio transmission. 

the signal from the desired forward direction was delivered to the receiver. 
From horizontal double-V, the name gradually changed to diamond and 
finally (about 1935) to rhombic. 

The rapid acceptance of this type of antenna throughout the world led 
to continuing demands for detailed design and construction information. 
This resulted in the writing of the book Rhombic Antenna Design by A. E. 
Harper, which was the definitive work on the subject for nearly two 
decades. 20 

The impact of the rhombic antenna is evident from the foreword to 
Harper's book, written by R. Bown, director of the Radio Research De­
partment and later to become vice president of research at Bell Laboratories. 

When there was built in 1929 at Lawrenceville, New Jersey, a radio telephone station 
for initiating overseas short-wave service, the most pictured feature of the new estab­
lishment was a gigantic wire fence or net, a mile long, stretched across the landscape 
on a row of 185 foot towers. This comprist:d the transmitting antenna complement for 
the three telephone circuits to Europe. 

TCI Library: www.telephonecollectors.info



200 Engineering and Science in the Bell System 

Fig. 5-5. A schematic of the Bruce antenna. 

A year ago the nets were taken down, the towers dismantled and sold for junk. 
Near them has arisen a number of telephone poles carrying at odd looking angles a 
few almost invisible wires.21 

While this was then the most spectacular conquest of the rhombic an­
tenna, it is not the only measure of its impact on shortwave radio telephony. 
Subsequent stations constructed in Florida and California made use of this 
simple, efficient radiator from the start, and its modest cost was a factor 
in justifying the establishment of the new shortwave radio routes to South 
America, Hawaii, and the Orient. 

1.4 Angle of Arrival of Radio Waves 

For the transmission of electromagnetic waves, antenna gain can be as 
effective as an increase in power so long as the gain is in the right direction. 
For receiving such waves, gain is effective insofar as it increases the ratio 
of the signal to the various sources of noise and interference. Measurements 
of antenna gain were more conveniently and generally done with receiving 
antennas because existing signals from remote transmitters could be used. 
Such measurements showed that, as predicted by theory, the vertical angle 
of arrival of the signals varied widely, depending on the heights of the 
layers of the ionosphere from which the signal was reflected and on the 
number of signal bounces between the earth and ionosphere. General 
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problems relating to antenna gain and system design were discussed by 
Schelleng [Fig. 5-6] in 1930.22 

The earliest receiving antennas had a very small vertical dimension and 
consequently did not discriminate vertical angles of arrival. When inverted­
V and rhombic antennas came into use, it was soon found that, as the 
gain of the antenna was increased, a point was reached where, although 
the size of the antenna was still economically feasible, an increase in the 
vertical directivity did not necessarily give rise to an increase in output. 
High gain was obtained only when the angle of arrival coincided with 
the vertical angle of reception. To design suitable antennas required, there­
fore, more knowledge about angles of arrival. From a series of measure­
ments made by Friis, comparing the amplitudes of the outputs of two 
antennas having markedly different vertical directivities, the angles of 
arrival could be calculated. 23 Varying the vertical angle of reception made 
it possible to obtain information on the angle of arrival of pulses received 
from England. 

In 1933, while investigating ground constants and their effect on di­
rectivity, C. B. Feldman found that with horizontal polarization, ground 
constants were not very important, but with vertical polarization, lower 

Fig. 5-6. J. C. Schelleng, who made fundamental contri­
butions to shortwave radio propagation. 
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angles of transmission could be obtained if the ground conductivity was 
high. 24 Often, ground conductivity is augmented by wires just above ground 
or buried in shallow trenches. In 1937, C. R. Burrows published a set of 
graphs that greatly expedited the calculation of the effects of ground con­
stants, which previously had to be calculated laboriously by hand. 25 These 
graphs were extensively reproduced in various handbooks and manuals. 

1.5 Overcoming the Effects of Fading 

At short wavelengths, there are interferences in reception due to waves 
arriving over more than one path via the highly variable ionosphere. With 
multiple paths, out-of-phase addition of signals can result in very deep 
nulls in signal reception that change as the layers move. Investigations 
carried out in the late 1920s and early 1930s showed that when the same 
signal is received on two separate antennas, the instantaneous fading is 
not the same on the two receivers. Spacings of as little as six wavelengths 
gave sufficiently low correlation to encourage combining the output from 
two or more receivers with separate, spaced antennas to get a resultant 
"post detection" combined signal that was more satisfactory than that 
obtained from either receiver alone. Since each receiver was sensitive to 
signals arriving from different angles in the vertical plane, this system did 
little to combat selective fading in the audio band caused by interference 
between signal components with large delay differences. 

A different approach to the problem resulted in a receiving system 
called the Multiple Unit Steerable Antenna (MUSA), which was set up at 
Holmdel in 1936 by Friis and his collaborators. 26

•
27 (Fig. 5-7] This system 

employed sharp vertical-plane directivity, which could be electronically 
steered to receive signals arriving at a particular angle and exclude signals 
arriving at other angles. Six rhombic antennas, each about 315 ft. long, 
were arranged in a line to form a phased array extending about three­
quarters of a mile toward England. The antenna outputs were conducted 
over coaxial cable to double-detection receivers, one for each antenna, 
located at the receiving building. Here the phasing for the array was 
accomplished by means of rotatable phase shifters operating at the in­
termediate frequency of the receivers. The phase shifters, one for each 
antenna, were geared together, and the favored direction in the vertical 
plane could be steered by rotating the phase-shifter assembly. Three sets 
of phase shifters were placed in parallel to provide three separately steerable 
receiving branches. One branch served as an exploring or monitoring 
circuit to determine the angles at which waves were arriving. The other 
two branches were then set to receive at these angles, thus providing 
diversity in angle of reception. To obtain full benefit of the angular res­
olution afforded by the sharp directivity of the array, the different delays 
corresponding to the different angles were equalized by audio delay net-
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Fig. 5-7. The six-element Multiple Unit Steerable Antenna (MUSA). This first electronically 
steerable antenna had good vertical-plane directivity and could be electronically steered with 
phase shifters for angular directivity, resulting in improved reception, signal-to-noise ratio, 
and audio quality. 

works before combining in the final output. The benefits of the MUSA 
system were a signal-to-noise improvement of 7 to 8 dB referred to one 
antenna alone, and a substantial improvement in audio quality, due jointly 
to the diversity action and a reduction of selective fading. Subsequently, 
a 16-element antenna was built at Manahawkin, New Jersey, for opera­
tional use. 

MUSA was the first electronically steerable antenna. The application 
of this pioneering work has continued into the 1980s, albeit in a much 
more sophisticated manner, to radar, satellites, and mobile radio. 

1.6 Receiving System Noise 

It was known that noise in the form of static interfered with radio 
reception. Less well understood, however, was the way in which noise 
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internal to the radio receiver affected its sensitivity. A significant advance 
was made in 1928 when J.B. Johnson 28 and H. Nyquist 29 determined the 
cause of noise in amplifier circuits. Johnson showed that the thermal motion 
of electrons results in potentials across a resistance that are superimposed 
on the other expected voltage sources. The noise became known as "Johnson 
noise." The power due to the Johnson noise is simply kTB, where k is 
Boltzman' s constant, Tis the absolute temperature, and Bis the bandwidth. 
This was an important contribution of physics to communication. (See 
Chapter 1, section 7.3 in this volume and Chapter 10, section I in Physical 
Sciences (1925-1980), another volume of this series.) It was the basis of 
work by Friis reported in an internal memorandum in 1928 and published 
as a part of a paper in 1944, 30 where he related resistance noise to the 
design of radio receiving systems, contributing the concept of noise figure­
a convenient and, thereafter, universally used way of determining a figure 
of merit for the sensitivity of radio receivers. When the use of much higher 
frequencies became common at the time of World War II, the importance 
of internal receiver noise became even more evident. 31 For a discussion 
of K. G. Jansky's research on galactic radio noise, see Physical Sciences 
(1925-1980), Chapter 7, section 1.1. 

1.7 Shortwave Radio Multiplex 

It was natural to want to put more than one telephone channel on a 
radio circuit (multiplex), but nonlinearities in high-power amplifiers and 
the spot allocation of channels were inhibiting such extensions. Two chan­
nels were used at first, modulating a carrier in a way that intermodulation 
products fell out of band. In 1937, a project was initiated to study the 
possibility of multiplexing 12 channels, achieving the necessary linearity 
by using RF feedback around a chain of amplifiers from an input at a few 
milliwatts to peak output levels of 200 kilowatts (kw). New tubes and 
novel circuits, including a grounded grid final amplifier and a self-neu­
tralized stage provided unusual stability with very low parasitic capacitance. 
(See Tube, electron in the index of The Early Years (1875-1925).) Linear 
operation adequate to transmit 12 telephone channels with acceptable 
crosstalk was obtained. The transfer to war work brought the project to 
a halt before the actual transmission of telephone signals. After the war, 
emphasis was focused on submarine cables, which offered more capacity 
and reliability than shortwave circuits. 

1.8 Ultra-Shortwave Studies 

The problems encountered with the shorter waves were similar to those 
at the longer wavelength region, but in some ways were more difficult. 
They highlighted the need for improved measurement techniques and 
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circuits, and for a deeper understanding of transmission at the higher 
frequencies. 

Since frequencies above about 30 MHz are not reflected by the iono­
sphere, it was realized that ultrashort waves could be used for small­
distance (line-of-sight) communications links. The selective fading and 
severe static characteristic of shortwave transmission would not be prob­
lems. However, since commercial equipment was not available, considerable 
effort at Deal and Holmdel was required to develop transmitters, receivers, 
and measurement gear in this wavelength range. In the late 1920s, C.R. 
Englund found that the shortwave limit of existing vacuum tubes was 
about 1.5 meters (m) (200 MHz),32 due to the length of the leads inside 
the tube envelope. Later, RCA produced a tube (the acorn tube) that 
reduced greatly the lead length. 

Beginning about 1930, extensive studies of ultra-shortwave propagation 
were carried out by Englund, Crawford, and W.W. Mumford. 33•

34 These 
showed that ultra-shortwave propagation was influenced by the phenom­
ena familiar in optics, namely, reflection, diffraction, and refraction by the 
atmosphere. In one set of experiments, a receiver carried in a Ford Tri­
Motor airplane received 4-m signals from a transmitter located at Beir's 
Hill, New Jersey, near the Holmdel laboratory. These flights at altitudes 
between 1000 and 8000 ft. revealed the unexpected result that, at near 
grazing angles of incidence, the rolling and wooded countryside of New 
Jersey could produce almost perfect reflection of the incident wave, causing 
a deep fade in the received signal when the direct and ground-reflected 
signals were in phase opposition. (Schelleng liked to demonstrate this effect 
by holding a piece of paper horizontally at a window and observing the 
optical image of the horizon at grazing incidence, in spite of the roughness 
of the paper at optical wavelengths.) These results indicated that careful 
siting of terminals was necessary for ultra-shortwave communications links. 

Another series of flights, over water, conducted from late summer to 
late fall, showed that reception at and beyond the optical horizon was 
largely influenced by variable atmospheric refraction caused by the tem­
perature and, particularly, the water vapor gradients in the lower atmo­
sphere. A difference in signal level of some 5 dB was observed at distances 
somewhat beyond the optical horizon between flights made in late Sep­
tember and late November when the amount of moisture in the air was 
small. Schelleng suggested that the average refraction of the atmosphere 
could be taken into account by increasing the radius of the earth by one­
third. 35 This stratagem was widely used for plotting profile maps of projected 
ultra-shortwave links. 

1.8.1 Propagation Over Line-of-Sight Paths 

Extended measurements were made on two paths, a 70-mi. over-water 
path and a 39-mi. over-land one. Propagation on the long path was char-
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acterized by highly variable day-to-day signal levels and omnipresent 
fading. A frequency-sweep ,experiment demonstrated the presence of long­
delayed signals arising from reflections from dielectric constant disconti­
nuities in the atmosphere at the boundaries of different air masses. The 
average signal level was some 50 dB below the free-space value for that 
distance. On the other hand, a two-year study of reception on the 39-mi. 
path on wavelengths of 4 and 2 m showed only small variations in signal 
level from day to day and season to season. The average daytime signal 
level was at free-space level, and only rarely was fading caused by observed 
atmospheric discontinuities. Static, except for local storms, was absent. 
These results indicated that ultrashort waves were useful for communi­
cations links on properly engineered optical paths. 

1.8.2 Ultra-Shortwave Systems 

By 19 34, it was establishEid through propagation measurements by Heis­
ing that radio transmission with frequencies above 30 MHz could be usefully 
employed as an adjunct to ·wire and cable circuits, which sometimes required 
lengthy routing to avoid obstructions.36 ln Massachusetts, a communications 
link connecting Boston wi1th Cape Cod was built, which provided wire 
circuits from Boston to Green Harbor and radio transmission from Green 
Harbor to Provincetown, a distance of 25 mi. The transmitting frequency 
was 63 MHz at Green Harbor and 65 MHz at Provincetown. The system, 
using 15 watts (w) of power, featured automatic, unattended, remote start­
stop operation, piezoelectric frequency control, and automatic gain control. 
During the 1938 hurricanei, this link provided the only communications 
circuits to Cape Cod. 

It soon became apparent that even higher frequencies would be required 
for communications circuits. The new broadcast services, television and 
frequency modulation (FM), required large frequency bandwidths, and 
two-way mobile communications services were starting to crowd the line­
of-sight frequency spectrum. Higher frequencies increase the communi­
cations capacity, since the amount of information that can be transmitted 
depends on the bandwidth of the signal. Thus higher frequencies held 
the promise for increasing tEilecommunications potential. In addition, higher 
frequencies allow radio waves to propagate in a narrow beam with smaller 
antennas, since the directivity of the beam depends on the ratio of antenna 
aperture to wavelength. 

By 1939, the success of the single-channel radio system from Green 
Harbor to Provincetown had established the usefulness of ultrashort waves. 
The properties of FM and FM with feedback had been investigated, and 
broadband feedback amplifiers promised low-distortion transmitter circuits 
suitable for multiplex telephony. The question of which modulation method, 
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FM or amplitude modulation (AM), should be used was to be answered 
by operating trial systems. 

An experimental AM system in the frequency range of 156 to 161 MHz 
was designed by C. C. Taylor and A. C. Peterson to serve the Virginia 
Capes.37

•
38 In 1941, a communication system from Norfolk to Cape Charles 

was installed. The standard K carrier, 12 to 60 kilohertz (kHz), multiplex 
was used to provide 12 channels. The system consisted of a 12-mi. wire 
link and a 26-mi. radio link to replace a 450-mi. wire route. Separate, 
directive, horizontally polarized antennas placed one above the other were 
used for the transmitters and receivers at each end. Each antenna consisted 
of 48 half-wave elements. This experimental system, operating with a 
radiated power of 50 w, showed that the transmission quality would meet 
communications objectives. For security reasons, the published description 
of the system was deferred until 1945. 

II. MICROWAVE RADIO·RELA Y SYSTEMS 

By the end of World War II, there was a pent-up demand for new long­
distance voice circuits, and the emergence of broadcast television had 
established the need for network distribution of large bandwidth channels. 39 

Commercial network television required channels having a bandwidth of 
4 MHz. The transmission media capable of providing these communication 
services were the coaxial cable and radio-relay systems. For the radio 
media, a new modulation method, pulse-code modulation (PCM), was 
ready to contend with AM and FM for providing the needed information 
capacity.40 (See Chapter 10, section I.) The relative merits of the various 
contending systems required experimental evaluation in terms of the tech­
nology that was available or could be developed. 

Accordingly, the radio system work proceeded along three directions: 
continuation of the radio-relay systems research work aimed at providing 
new knowledge; the field trials in the New York-to-Boston TDX radio­
relay system; and experimentation with PCM systems, using time-division 
multiplex techniques. Based upon the available knowledge at that time, 
pulse transmission appeared to require more bandwidth to transmit in­
formation than the more familiar AM and FM techniques. Although mi­
crowave radio could provide the bandwidth, the required PCM components 
were not available, and it was decided that it was too early to incorporate 
the promising PCM technique in the new transmission system. 

Friis's philosophy on designing large complex systems by partitioning 
the research into a number of smaller and more easily understood portions 
is exemplified in his paper "Microwave Repeater Research" published in 
1948.41 Portions of this carefully organized study were written by the 
originators of terrestrial radio-relay science and technology and summarized 
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many of their previously published results. Problem areas were identified 
for future studies that would extend over the subsequent five years. 

2.1 Microwave Propagation Studies 

Based on experience with ultrashort waves, it was expected that free­
space transmission should obtain between line-of-sight terminals in the 
centimeter-wave range. However, the effects of ground and atmospheric 
refraction were not known. Consequently, propagation tests, in which 
signal levels were recorded continuously, were conducted over a number 
of "optical" paths in New Jersey. It was found that the signals were usually 
stable, with intensities close to the free-space level during the daytime 
hours and during periods of inclement weather. However, on clear, calm 
nights, particularly in the summertime, severe fading was often present, 
with the signal occasionally dropping to levels as much as 40 dB below 
free space for short time intervals. 42 

Beginning in 1944 and continuing intermittently through 1950, Crawford 
[Fig. 5-8] and collaborators conducted an extensive series of propagation 
experiments designed primarily to study the mechanisms involved in the 
anomalous propagation. 43

•
44 The most relevant information was obtained 

Fig. 5-8. A. B. Crawford, who made fundamental contri­
butions to radio propagation and antenna design at microwave 
frequencies. 
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using a narrow-beam (0.1 degree) scanning antenna (see section 1.3) and 
by observing the transmission characteristics of the paths by means of a 
frequency-sweep technique and very short pulses. These observations 
showed that the severe fading was caused by wave interference among 
two, three, or more signal components arriving at the receiver at various 
angles up to three-quarters of a degree above the normal daytime line of 
sight and with path differences varying from less than 30 to about 300 
centimeters (cm). The long delay and large-angle components were usually 
of low intensity. These experiments and others, using a vertically separated 
receiving antenna, suggested that either space or frequency diversity would 
be effective in reducing the effects of fading. 

A very important type of fading was observed on a path with minimum 
(first Fresnel zone) clearance. Normally the dielectric constant of the at­
mosphere decreases with height above ground so that the ray path usually 
is refracted downward. However, under certain meteorological conditions, 
the dielectric constant of the atmosphere may increase with height above 
ground; in this case the ray path curvature is opposite that of the earth 
and the limiting or tangent ray does not reach the receiver, and only a 
very weak signal is received by virtue of diffraction. Neither space nor 
frequency diversity is effective in this situation. 

Other experiments showed that vertically and horizontally polarized 
waves behaved alike. Variable antenna-height tests showed that, even at 
grazing incidence, the reflection coefficient for centimeter waves of terrain 
typical of the eastern seaboard was very small (0.2) as compared with 
near unity in the ultra-shortwave range. Thus ground reflections need not 
be a consideration in the choice of location of the repeater stations except 
for paths over water or flat terrain, such as the Salt Lake flats. 

2.2 New York-Boston TDX and the TD-2 Radio Systems 

The forerunner of the way n:iost long-distance telephone messages would 
be carried in the next half century was the research-inspired TDX radio 
system. This research effort, based on many radio techniques developed 
at ultrahigh frequencies (UHF), took a frequency leap to 4 GHz in the 
design of a repeater system linking New York City and Boston. 

In April 1944, an announcement was made in the Bell Laboratories Record of plans 
to build an intercity system "as rapidly as the war situation permits." The announcement 
said, in part: 

Plans for the trial of a new type of intercity communications facility were announced 
on March 16 by the American Telephone and Telegraph Company. The work will take 
at least two years to complete and will cost more than $2,000,000. It will supplement 
present commercial long distance telephone facilities and provide network facilities for 
the transmission of television programs between New York, Boston and intermediate 
points. 

Application is being made to the Federal Communications Commission for approval 
to begin the project, which is expected to proceed as rapidly as the war situation permits. 
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At present engineers of these Laboratories essential to technical phases of the undertaking 
are engaged in war work. 

The new system will be operated by radio relays of a type which was under de­
velopment by the Laboratories prior to the war. This system applies to communication 
by radio many of the technique•s which have played an important part in the development 
of long distance wire telephone circuits. Directed radio beams at ultra-high frequencies 
will operate simultaneously in both directions and these will be relayed at stations 
spaced at an average of about thirty miles throughout the route. It is hoped that, 
ultimately, each radio beam will carry a large number of communications channels. 45 

The TDX system provided two 2-way broadband channels, each 10-
MHz wide, within the frequency band of 3930 to 4170 MHz.46

•
47 The 4-

GHz band had been chosen on the basis of fading, rain attenuation, and 
directivity considerations. Route selection proceeded even· before all the 
components had been assembled. Repeater hops varied between 11 and 
35 mi. with an average spa1:ing of 27.5 mi. 

The horn lens antienna c1Jmbination using horizontal polarization was 
chosen for this initial installation. Each broadband channel was designed 
to handle several hundred telephone circuits or one television picture over 
a large number of hops. This system established what came to be the 
standard approach to microwave system design for decades to come: chan­
nel separation filters, a down-converter, an IF amplifier, an up-converter, 
an RF amplifier, and the transmitting antenna. 

This field trial was under the direction of G. N. Thayer [Fig. 5-9], whose 
original group later formed a nucleus fox engineering of the final production 
system. Tests were started on breadboard models of the TDX system in 
May 1946. The New York-Boston installation was completed on November 
13, 1947, and the first television signals were sent over the system on that 
day. An excerpt of Thayer's report on the first tests follows: 

This relay system was formally opened for experimental service on November 13, 
1947, and at that time its capabilities for tdevision and multichannel telephone trans­
mission were demonstrated. As a part of lthe television demonstration, the two two­
way channels were connected in tandem to form a double loop, and provision was 
made for viewing a test pattern at New York before and after making two round trips 
to Boston. It was difficult to d,etect any impairment in the test pattern after transmission 
through this 880-mile system.48 

An experimental link using the coaxial system from New York to Wash­
ington, DC was added to the New York-Boston radio link. Based on the 
success achieved with the TDX microwave radio system, it was decided 
that a system linking New York with Chicago would be the next step for 
further development and exploration of the technical feasibility of a na­
tionwide relay network. 

The microwave radio-relay system rapidly evolved into a nationwide 
radio network system, TD-2:. Radio systems at 6 GHz were also developed 
to satisfy the nation's incrEiasing need for long-distance circuit capacity. 
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Fig. 5-9. G. N. Thayer, who directed research 
efforts leading to the experimental TDX micro­
wave radio-relay transmission system, which was 
later adopted for the widely used TD-2 radio 
systems at 4 and 6 GHz. 
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Technical innovations and improvements over the years increased the 
capacity of a microwave system from 2400 to 21,600 telephone channels. 

2.3 Detectors, Modulators, Converters, and Other Components 

Amplification at the microwave carrier frequencies in the experimental 
TDX system and the subsequent TD-2 radio transmission systems was 
provided first by an externally tuned cavity klystron, designed by J. W. 
Clark and A. L. Samuel 49 and later by the dose-space Morton triode vacuum 
tube. 50

,
51 The biggest problem was providing low-distortion transmitters 

that could meet the power and large bandwidth required for television 
networks and multichannel telephone carrier distribution. By amplifying 
and shaping the signal with IF components and then "up-converting" the 
signal energy to the microwave region using heterodyne mixing, many of 
the problems associated with the power amplifier could be mitigated. 52 
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A major cause of distortion in communications systems is introduced 
by echoes. 53 Echoes result from imperfections described as impedance 
variations that reflect energy. Loss tends to minimize the effect of echoes, 
since some of the unwanted energy is absorbed, but this results in a loss 
of signal energy also. The invention of the gyrator by C. L. Hogan, based 
on ferromagnetic resonance and Faraday rotation (see Physical Sciences 
(1925-1980), Chapter 1, section 2.3.1) of the electromagnetic wave, was 
used to design isolators to eliminate the echo problem. Microwave com­
ponents to utilize these effects were designed by A. G. Fox, S. E. Miller, 
and M. T. Weiss.54 IF amplifiers, limiters, FM modulators, and solid-state 
microwave system components were significantly improved. Each played 
a role in increasing the capacity of the TD-2 radio and in providing the 
means of moving radio systems to even higher frequencies. Continuing 
technical innovations and improvements have, over the years, increased 
the total system capacity from 2400 to 21,600 channels. 

2.4 Experimental 11-GHz Short-Hop Radio System 

Early radio systems at 11 GHz had demonstrated that there were enough 
advantages to using radio repeaters for lighter traffic routes over moderate 
distances to consider new simplified systems of this type. 55 Research on 
radio systems prior to 1960 was directed toward designing simplified short­
hop systems that would reduce engineering, installation, and maintenance 
costs and still meet the reliability and transmission performance required 
for Bell System service. 

An experimental system, designed and placed into operation in 1957, 
satisfied many of these requirements. 56 This hybrid system, operating at 
11 GHz, incorporated new technology for this period, such as ferrite iso­
lators and circulators 57 and improved limiters and discriminators, 58 and 
was designed for repeater spacings of 5 to 10 mi. instead of the 30 mi. 
used at the lower frequencies. With shorter repeater spacings, antennas 
could be mounted on short poles or towers. Power requirements were 
small, which simplified the standby power system. Only ten vacuum tubes 
were used in this repeater, and eight of these tubes were replaced in 1958 
by solid-state devices when these became available. 

After 28 months of continuous field operation, this experimental system 
showed little deterioration in performance, required little maintenance, 
and demonstrated the feasibility of the short-haul concept. 

2.5 Microwave Short-Haul Radio Systems 

The need for short-haul radio systems was explored by L. C. Tillotson 
and C. L. Ruthroff in the mid-1960s and "Use of Frequencies Above 10 
GHz for Common Carrier Applications" was published in the Bell System 
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Technical Journal in 1969.59 The 4- and 6-GHz bands were well suited for 
long- or short-haul terrestrial radio applications. As the long-haul network 
continued to expand, it became more feasible to devote these bands ex­
clusively to long-haul applications and to use frequencies above 10 GHz 
for short-haul purposes. This was reinforced by the fact that the Federal 
Communications Commission (FCC) had allocated a number of bands 
over 10OO-MHz wide in the 10- to 4O-GHz range for fixed and mobile 
radio system use.60 Higher frequencies were also more suitable for short­
haul use because closer spacing was needed to overcome rain attenuation. 

To investigate the characteristics of rainstorms, about 100 rain gauges 
spaced 1.34 kilometers (km) apart and covering a rectangular area of 13 
km by 14 km were installed around Holmdel, New Jersey. 

To investigate the interference problems in a dense radio network, re­
search effort was directed toward designing a solid-state repeater operating 
at 11 GHz that would transmit a digital signal of at least 100 megabits 
per second (Mb/sec). The repeater had to be physically small and light 
so that it could be mounted on top of a pole as opposed to a tower, and 
operate with little or no maintenance and very little electrical power.61 

Theoretical work was pursued to determine the advisability of using co­
herent phase-shift keyed signals on such a system which would operate 
in the presence of cochannel interference.62

•
63 

An experimental radio system was placed into operation in 1968, and 
the results of this work were reported in a series of articles in the July 
1969 issue of the Bell System Technical Journal. In addition to the overview 
article mentioned earlier, 64 the papers described the design features of an 
antenna suitable for mounting on a slender mast, 65 an efficient broadband 
(0.3 to 11.9 GHz) varactor up-converter, 66 a low noise receiving down­
converter,67 and a broadband 3OO-MHz IF amplifier and variolossers.68

•
69 

Propagation measurements at 18.5 GHz in Holmdel also provided in­
formation on desirable repeater spacing at these high frequencies.70 Al­
though the short-hop repeater was designed at 11 GHz because of the 
availability of microwave measuring equipment at this frequency, it became 
evident that at frequencies of about 30 GHz a considerably lighter pole 
line system could be designed. Research was therefore pursued at 30 GHz 
in an attempt to build millimeter-wave integrated circuits, including hybrid 
integrated frequency multipliers, circulators, and filters for use in exper­
imental radio systems.71 Theoretical work investigating broadband digital 
phase modulation with noise and interference provided a basic under­
standing of how well these systems would operate in broadband, high­
bit-rate digital systems.72 

Later a pole line radio was designed at 60 GHz to demonstrate the 
basic concepts originally tried at 11 GHz. Beginning in 1975, a 6O-GHz 
digital radio system for short-hop, urban data transmission was tested, 
and a digital bipolar signal was transmitted at 50 Mb/sec. The usable 
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frequency range of thie system was selected to be oxygen-absorption limited 
to allow frequency reuse every few miles. An error rate of one in a million 
at a path length of 1.1 mi. was achieved. 

III. PROPAGATION STUDIES AT MILLIMETER WAVES 

The wide bandwidths available at millimeter wavelengths motivated 
Hogg and Crawford to initiate propagation studies in this spectral region. 
Atmospheric propagation measurements of oxygen and water-vapor ab­
sorptions showed clear-air transmissilon windows around 30 and 90 
GHz.73

•
74 However, early measuremenit of rain attenuation indicated that 

further study was needed to determine whether this source of attenuation 
may be a severe limiting factor on radio transmission through the at-· 
mosphere. 75 

3.1 Effect of Rain 

Measured attenuations by R. A. Semplak and coworkers at frequencies 
above 10 GHz were combined with path-rainfall statistics obtained from 
a rain-gauge network to produce plots of attenuation versus path length 
for a given probability of fading and to evaluate dual parallel-path-di­
versity.76 Interference caused by forward scattering due to raindrops was 
measured and compared with theory. 

The advent of the laser gave impetus to the test of coherent optical 
wave transmission through the atmosphere. Data were obtained at 0.63, 
3.5, and 10,6 micrometers (µm) for atttenuation by liquid water drops, 
which are the dominant obstacles in open-air laser communication. 77 It 
was found that attenuation by rain is of the same order of magnitude at 
optical wavelengths as at millimeter wavelengths. However, fog attenuation 
is much greater at optical wavelengths than at millimeter wavelengths. 
The attenuation produced by a typical dense fog ( ~0.1 milligrams of water 
per cubic meter of air) in the visible region of the electromagnetic spec­
trum is about 100 times that produced by a rain shower of 25 millimeters 
per hour. 

The effects of oxygen and water vapor in the atmosphere as well as 
the cosmic background noise were determined in 1967 to be small for 
microwave satellite communication. 78 Looking forward to the use of fre­
quencies above 10 GHz, thEi fundamental obstacle became attenuation by 
rain.79 Over the microwave band, the attenuation is considerably greater 
for rain than for fog. 

3.2 Earth-Space Propagation 

The sun is a source of relalively strong microwave energy. By constructing 
an antenna that trac:ks the sun from sunrise to sunset, it is possible to 
determine impairments in propagation caused by rain or fog.80 A radiometer 
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that measures the temperature of the sky can also be used to determine 
signal attenuation due to rain, but over a limited dynamic range. Early 
propagation studies used both techniques and continued with receiving 
systems that monitor beacon signals from synchronous satellites. 

The sun temperature is of the order of 104 Kelvin (K) at centimeter 
wavelengths, and the apparent absorber temperature of a very heavy 
rainstorm is about 280 K. The ratio between these two noise powers gives 
a measuring range of only 15 dB. However, the dynamic measuring range 
can be extended by a technique of switching a narrow antenna beam on 
and off the sun. If the switching is rapid enough, the noise attributable 
to the rain and the antenna can be canceled electronically in the receiver, 
greatly increasing the measuring range of the attenuated radiation from 
the sun. 

P. S. Henry carried out simultaneous measurements of rain attenuation 
at 16 and 30 GHz for more than a year. The measured results indicated 
that for about 7 hours per year the attenuation exceeds the typically avail­
able dear-day fading margin of 10 dB in the 18-GHz down-link of a 
broadband satellite system for the 18- and 30-GHz bands. 81 Simultaneous 
multifrequency measurements provided a measure of confidence in fre­
quency extrapolation often employed by system designers. The measured 
ratio between attenuations at two frequencies can be compared with the 
theoretical ratio versus rain rate to determine the apparent rain rate and 
the extent of rain cells along the earth-space path. 82 

3.2.1 Passive Radiometers 

Some early studies with radiometers for military applications were made 
by D. H. Ring for 8.5 millimeter (mm) microwave radiometer systems, one 
installed on an 85-ft. tower and the other mounted on a truck, to obtain 
data on radiation, reflection, absorption, and attenuation from objects in 
various parts of the country. Since there is no active source in the mea­
surements, this method is referred to as passive radiometry. Relationships 
were established between the thermal radiation from a typical target and 
the radio power reflected from the target. Targets included mowed grass, 
plowed ground, sand, concrete, water, and sheets of copper. Mowed grass 
proved to be an almost perfect absorber, yielding an effective temperature 
difference of about 235 K between it and copper sheets. Zenith sky tem­
peratures ranged from 5 to 20 K. Fog and cumulus clouds had a very 
small effect on radiometer response at 8.5 mm. In the case of water, the 
reflection coefficient checked closely with theoretical values. 

More extensive studies on rain attenuation were initiated in the late 
1960s by R. W. Wilson using radiometers in the range of 10- to 60-GHz 
wavelengths. The rain medium emits noise in the fashion of a blackbody 
at some apparent absorber temperature. This noise, which increases with 
the rain attenuation until saturation at about 10 dB, can be utilized to 
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measure attenuation up to this level. To remove the background noise at 
the lower limit to the sensitivity of the radiometer, the receiver can switch 
between the antenna and a reference waveguide load.83

'
84 In this way, 

synchronous detection can be used, and receivers of relatively high noise 
figure can resolve small changes in antenna temperature. The limited 10-
dB measuring range of a radiometer fortunately coincides with or ap­
proaches the fading margin of many satellite communication down-links. 
The radiometer measurements can be conducted on a fixed earth-space 
path, day and night, whereas the sun tracker is limited to an ever-changing 
path toward the sun in the daytime only. The simplicity of radiometry 
also facilitated long-term, continuous field measurements to collect statistical 
data on space-diversity schemes. ss,s6 

Since raindrops not only absorb but .also scatter radiation, the apparent 
absorber temperature of thEi effective blackbody radiation from the rain 
medium is expected to be lower than the physical temperature. This effect 
has been demonstrated in the calibration of radiometer readings by at­
tenuation measurements using the sun tracker and the satellite beacon 
developed later.87 

3.3 Space Diversity 

To take advantage of the space inhomogeneity of heavy rain, which 
degrades radio transmission at frequendes above 10 GHz, Hogg proposed 
the use of path diversity in radio transmission.88 Using the rainfall data 
on a highly resolving area rain gauge network in Bedfordshire, England, 
he carried out calculations that demonstrated the degree of correlation of 
attenuation on both orthogonal and parallel paths. 

Semplak and H. E. Keller designed the dense rain gauge network (see 
section 3.1) for the New Jersey studies. Data were collected from the rapid­
response rain gauges every 10 seconds during 27 rainfalls in a 6-month 
period during 1967. Analysis of these data led to statistics concerning the 
behavior of rain rates at a point in space, the relationship of rain rates 
separated in space or time, and the relationship of average rain rates on 
pairs of paths in various configurations.89 

Cumulative distributions of measured attenuations using 16-GHz ra­
diometers, which were pointed at the same elevation angle and spaced 
several kilometers apart, indeed confirmed the path diversity advantage. 
Data from the radiometers pointing at the same 30-degree elevation angle 
and spaced 11, 19, and 30 km apart were collected90 for the full year of 
1970. It was found that the percentage of time with attenuation exceeding 
10 dB decreased by a factor of 20 by using path diversity. It was also 
found that the path diversity advantage is generally maximized for a given 
separation between two earth stations when the base line is normal to the 
path and to the direction olf convective weather fronts. 
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3.4 Cross Polarization 

Using two orthogonal polarizations at the same frequency can double 
the capacity of a communication system. The interest in dual-polarization 
radio communication gave rise to the need for understanding depolarization 
by the transmission medium and methods for overcoming it. Early rec­
ognition by T. S. Chu of cross-polarization interference as a removable, 
nonfundamental obstacle91

,
92 facilitated the decision to implement dual­

polarization frequency reuse on 4- and 6-GHz Common Carrier Satellites 
(COMSTARs). 

Measurements of cross polarization and differential attenuation between 
vertical and horizontal polarizations were made over terrestrial paths at 
18, 30, and 60 GHz.93 Theoretical calculations of the effect due to oblate 
raindrops on microwave propagation agreed with these measurements and 
provide extensive numerical predictions for the scattering of electromagnetic 
waves by oblate spheroidal drops over a wide range of conditions.94 

Combining theoretical and experimental studies led to the following 
conclusions on the effect of rain-induced cross polarization. 95 Cross po­
larization of vertical and horizontal polarizations are at least an order of 
magnitude (i.e., 10 dB) less than those of circular and 45-degree linear 
polarizations. Very little rain-induced cross-polarization interference is ex­
pected in a terrestrial microwave network where two orthogonal polar­
izations can always be arranged as vertical and horizontal. However, these 
preferred linear polarizations are often not available in satellite commu­
nications systems. Depolarization generally increases with rain rate and 
frequency. The cross-polarization amplitude is found to be approximately 
proportional to frequency for a given earth-space path throughout the 
centimeter wavelengths. 

3.5 Satellite Beacon Measurements 

Participation by Bell Labs scientists in measurements of a 15.3-GHz 
beacon signal from the synchronous satellite ATS-5 served the useful 
function of calibration of radiometers. Measurements of the 20-GHz beacon 
on ATS-6 provided data on initial cross polarization versus attenuation 
on an earth-space path. These beacons were not continuous, but operated 
in an on-demand mode. They were useful calibration sources, but did not 
supply cumulative attenuation and depolarization distribution information. 
Direct measurements of these distributions from satellites were not available 
until the COMSTAR and CTS beacon experiments conducted by D. C. 
Cox and A. J. Rustako, Jr.96•97 

The importance of gaining fundamental knowledge of earth-space 
propagation was well recognized. Thus, when the COMSTAR commu­
nication satellites designed for 4- and 6-GHz operation were procured, a 
provision was made to carry an experimental package for studying mil-
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limeter-wave propagation. The beacons were designed to operate contin­
uously, transmitting at both 19 and 28 GHz. An extensive receiving facility 
was established at Crawford Hill for measuring attenuation, depolarization, 
coherence bandwidth, and scatter of the beacon signal by atmospheric 
processes. The facility included a precision 7-m antenna designed by Chu 
and his collaborators98 and multichannel receiving electronics99 designed 
by H. W. Arnold and collaborators to obtain optimum benefit from the 
COMSTAR beacons. Other Bell Laboratories receiving facilities in Georgia 
and Illinois accumulated statistics on signal attenuation and diversity im­
provements for other climatic conditions. 

Rain attenuation data 100
•
101 collected for over two years at Holmdel, 

together with COMSTAR measurements at other locations, confirmed the 
previous results that path diversity is necessary for high-reliability per­
formance of 18- and 30-GHz satellite communications. At 12 and 14 GHz, 
path diversity might not bE! required if the longitude of the satellite is 
nearly the same as the earth station. 

When the COMSTAR seties of satellites was planned, researchers an­
ticipated the need to operate at higher frequencies to meet increasing 
capacity requirements. Thus beacons at 18 and 28 GHz were placed on 
the CO MST AR satellites to gain the knowledge necessary for designing 
future satellites. For the first time, this permitted the opportunity to de­
termine the much-needed, long-term statistics of signal attenuation and 
cross polarization on earth-space paths. 

Rain attenuation of the 28-GHz COMSTAR signal was measured si­
multaneously with the 19-GHz beacon using the 7-m antenna and an 
auxiliary 0.6-m antenna. Fo:r attenuations up to 30 dB, no significant clif­
f erence was found between the two antennas. This result implies very 
little phase front distortion over a 7 -m aperture and very little angle of 
arrival fluctuation even in dense rain. 

The statistical relation between depolarization and attenuation for various 
linear polarization angles was measured. 102 As expected from theoretical 
predictions, maximum depolarization occurs for the 45-degree polarization 
(and circular polarization). Measured depolarization versus attenuation 
data were found to agree with theoretical predictions on frequency scaling 
and elevation-angle dependence. 

Uepolarization with little attenuation was often observed under clouds 
without rain. This phenomenon, due to differential phase shift of ice par­
ticles, is basically similar to rain-induced cross polarization at lower mi­
crowave frequencies with little attenuation. 103 

Measurements showed nearly perfect amplitude correlation and very 
little phase dispersion at 28 GHz, and between 28- and 19-GHz carriers.104 

Therefore rain and other atmospheric processes are not expected to affect 
the coherence bandwidth of satellite communication. Significant amplitude 
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scintillations up to several decibels with weak frequency dependence were 
often observed under clouds. 

The wide scanning capability and low side lobe level of the 7-m antenna 
facilitated testing the theoretical prediction105 of negligible rain-scatter cou­
pling between two closely spaced earth-satellite paths with high-gain an­
tenna beams. 

IV. ANTENNA RESEARCH AT MICROWAVE FREQUENCIES 

The advent of UHF and waveguides opened up many new antenna 
possibilities. The horn, or flared waveguide, is a natural method of radiating 
energy. An optimum and calculable configuration was derived in 1939 by 
G. C. Southworth and A. P. King, which created a primary standard for 
antenna gain of immense value.106 A horn can be designed for any amount 
of gain, but good performance dictates that the flare angle be modest. In 
general, it was found that the aperture area or the gain increases only in 
proportion to the square root of the length, so horns with apertures more 
than 10 wavelengths in diameter, i.e., gain greater than 25 dB, became 
inconveniently long. 

Early antenna research involved studies of arrays, paraboloidal struc­
tures, horns, horn-lens combinations, and horn reflectors.107 These studies 
included components connecting an antenna with receiver and transmitter 
networks.108 In addition to designing specific antennas for the microwave 
TDX system (see section 2.2 in this chapter), researchers were motivated 
to find compact structures and antennas with higher gain. 

4.1 The Horn Reflector Antenna 

One of the most widely used antennas, and almost the simplest, was 
the horn reflector antenna invented by A. C. Beck and Friis.109 [Fig. 5-10] 
This antenna consisted of a vertical waveguide horn topped by an off­
axis parabolic section tilted at nearly 45 degrees. The structure had the 
shielding advantage of the horn with the shorter dimension of a paraboloid. 

The horn antenna is free of aperture blockage, has an excellent input 
match, is very efficient, and is extremely broadband. Furthermore, the 
radiating far side lobes and back lobes are very small. Because of its 
excellent performance, thousands of antennas of this type have been placed 
in use throughout the world in microwave radio-relay systems. Large 
versions of this antenna were also used for the Bell Labs and National 
Aeronautics and Space Administration (NASA) Echo experiment and the 
Bell System Telstar experiment. For these experiments, a horn reflector 
with an aperture of 400 square feet was built at the Crawford Hill, New 
Jersey laboratory.110 Such an antenna was needed because of its very low 
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Fig. 5-10. The horn reflector antenna. It is a compact antenna used in 
microwave relay systems and in astrophysics research. [Schelkunoff and 
Friis, Antennas: Theory and Practice (1952): 569.] 

noise temperature. Its use., together with a maser of very low noise figure, 
was essential in reducing the noise contributions due to the environment 
to negligible values. The Crawford Hill horn reflector antenna was also 
used for investigations oJf noise from the sky and played an important 
role in the measurement that led to the discovery of the microwave back­
ground radiation temperature of the universe by A. A. Penzias and 
Wilson.111 (See Physical Sciences (1925-1980), Chapter 7, section 1.2.) 

Another early microwave antenna was the polyrod (shortened from 
polystyrene rod) antenna, which consisted of a tapered dielectric rod pro­
jecting from the end of a waveguide 112 and gave a gain of about 20 dB. 
It was used in radar antennas during World War II. (See Chapter 2, section 
2.3 in National Service in War and Peace (1925-1975), another volume in 
this series.) Again, since the gain increased only in proportion to the square 
root of length, a single polyrod was not useful for larger gains. By paralleling 
several units in a broadside array, the antenna could be scanned and was 
used in radar applications. 

Much of the early waveguide and antenna work was given a security 
classification because of itu possible application to wartime radar and with­
held from publication for five years or longer. An example is the guiding 
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Fig. 5-11. Antenna with quarter wavelength corrugations. A is a transceiver used 
for coupling transmitted pulse radio frequency power to the antenna and receiving 
detected radar signals. B is one of the large number of quarter wavelength slots. C is 
a coaxial connector with a protruding short rod, D. 

of waves by corrugated surfaces and a family of antennas which were 
derived as a result.113

•
114 Corrugations slightly less than one-quarter wave­

length deep give an effective inductive impedance to a metallic surface 
and cause waves polarized perpendicular to the surface to travel very 
slowly, close to the surface. When the corrugations are a quarter wave 
deep, or slightly deeper, the guided wave is cut off, and the waves of 
neither polarization can propagate near the surface. Antennas built with 
quarter-wavelength-deep corrugations have identical characteristics re­
gardless of polarization, and are useful in dual polarization systems. 
[Fig. 5-11] 

4.2 Multireflector Antennas 

Most reflector antennas use the same kind of reflecting surfaces that 
were used more than 50 years ago; namely, paraboloids, hyperboloids, 
and ellipsoids. When the aperture is large, the main reflector is usually 
combined with a subreflector, and the arrangement is often similar to the 
17th century optical telescope devised by A. Cassegrain. In most commercial 
satellite earth stations, the main reflector is derived from a paraboloid and 
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its aperture is centered around the axis of this paraboloid. The feed is 
usually a horn, with its metal walls corrugated to minimize longitudinal 
currents. The horn is located between the vertex and a focus of the parab­
oloid, and a subreflector is, needed to transform the wave radiated by the 
horn into a spherical wav,e originating from the paraboloid focus. 

The first Cassegrainian antenna at Bell Labs was a centered arrangement 
of two paraboloids. 115 Its side-lobe performance was limited because of 
aperture blockage. Blockage in a Cassegrainian arrangement with circular 
symmetry occurs because the subreflector and its supporting structure 
block the plane wave emanating from the main reflector while the feed 
blocks the spherical wave coming from the subreflector. This blockage is 
undesirable. It causes lower efficiency, higher side lobes, higher noise 
temperature, and a mismatch at the input of the feed. Thus, shortly after 
that experiment, Hogg proposed a new design in which the aperture of 
the Cassegrainian arrangement was displaced from the axis of the parab­
oloid to eliminate apertuni blockage entirely, improving the performance 
considerably. 

4.3 Antennas for Satellite Communications 

Satellite communications created a need for new and better antennas. 
The first satellites required the use of ground stations with antennas of 
large aperture. Thus, these antennas were expensive and were designed 
to minimize cost and maximize efficiency. As satellites became more prolific 
and transmission power increased, other factors became important. 

For ground stations, it would be desirable to operate an antenna with 
several feeds communicating simultaneously with several satellites. Fur­
thermore, it should be possible to operate these antennas in a noisy en­
vironment. This requires the use of antennas with very low side lobes. 
Also, these antennas should be broadband, with good cross-polarization 
discrimination. 

Many of these requirements were understood and anticipated very 
early.116 In 1978, construction of a Cassegrainian antenna without aperture 
blockage having an aperture of 7 m was completed at Crawford Hill.117 

This antenna was used fo:r the COMSTAR propagation experiments dis­
cussed previously, and has been used for radio astronomy (see Physical 
Sciences (1925-1980), Chapter 7, section 1.3) and other experiments related 
to satellite communications. In addition to excellent performance, this an­
tenna can be used to communicate simultaneously with many satellites.118,119 

The only modification needed to permit efficient operation with many 
feeds is an increase of the subreflector size to reflect all the rays emanating 
from the various feeds. By properly orienting the axis of each feed, it is 
possible to efficiently illuminate the entire antenna aperture with each 
feed. In a conventional Cassegrainian arrangement, on the other hand, 
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use of many feeds is limited by the subreflector, whose size cannot be 
increased appreciably without causing a significant increase in aperture 
blockage. 

4.3.1 Multibeam Antennas 

In 1968, Tillotson 120 pointed out that very high capacity and reduced 
cost per telephone channel can be obtained in a domestic satellite com­
munications system by the use of multibeam antennas. (See section 5.3.1.) 
Each satellite can communicate simultaneously with many ground stations 
by using a multibeam antenna with many feeds. Similarly, each ground 
station can use a multibeam antenna communicating with many satellites. 
In the satellite antenna, the equivalent focal length has to be reduced to 
decrease the size of the feeds and their separation. To minimize the resulting 
aberrations, the subreflector parameters must be properly chosen. When 
several properly designed feeds are placed in the focal plane of such a 
satellite antenna, each beam produces an image of the corresponding feed 
aperture on the earth. 

An imaging arrangement of two cylindrical reflectors, suitable for a 
satellite antenna, was designed in 1974 by C. Dragone to produce a mag­
nified image of the aperture field distribution of a corrugated feed over 
the continental United States. 121 In 1975, R. H. Turrin designed a multibeam 
antenna using a periscopic arrangement of a spherical reflector and a flat 
plate. 122 A similar antenna was designed in 1977 by Semplak, 123 and, in 
1979, Dragone and M. J. Gans produced an imaging arrangement of re­
flectors, combined with a relatively small array, for use in a satellite to 
form a scanning beam. 124 

Through theoretical studies, it was shown that by applying imaging 
techniques in combination with spatial filtering in the focal plane to decrease 
side lobes, aperture blockage can be eliminated without increasing aber­
rations or causing cross-polarized components. 125 

The design of a satellite communications system can be greatly simplified 
by the use of a phased array. (See section 5.3.3.) Then, the direction of 
the beam transmitted by the array can be varied continuously by changing 
the phases of the array elements. Thus, a single beam used in the time­
division mode can provide high-capacity service to the entire continental 
United States. 

A. S. Acampora, Dragone, and D. 0 Reudink proposed a technique to 
subdivide the continental United States into several regions, for the purpose 
of satellite communication and use several linear arrays combined with 
suitable reflectors to produce several scanning beams, one for each region. 
A model satellite antenna using a linear array was built and performed 
as expected. 126 
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V. SATELLITE RESEARCH 

The primary motivation for carrying on research on satellite systems at 
Bell Laboratories has been the transfer of information among geographically 
remote terrestrial users. In such systems, information and communication 
theories play a major role. In particular, both modulation and detection 
techniques are crucial elements in the design of a system. Antennas and 
propagation also play major roles, since the satellite link is created by the 
radiation and reception of electromagnetic waves at microwave frequencies 
by open structures (the antennas). These waves must propagate, at least 
partially, through an atmospheric medium where they are subject to phe­
nomena different from those encountered in free space. Microwave 
devices are important hardware elements for amplification of the radio 
waves prior to radiation and subsequent to reception, and both analog 
and digital electronic circuitry are important for signal processing and 
system control. 

5.1 Analysis of Performanc:Ei of Proposed Communications Satellites 

Satellite systems research at Bell Laboratories began in 1955 when 
J. R. Pierce [Fig. 5-12] published a paper in which he explored the possibility 
of using a satellite repeater for transoceanic communication. 127 Since the 
transmitted power from a1 satellite is likely to be very low, a primary 
limitation in the information rate to be transmitted was likely to be the 
noise introduced by the mEidium and the receiving apparatus. 128 He there­
fore proposed the use of PCM to exploit the large communication band­
width that might be provided by mic:rowave satellite transmission. 129 

When electromagnetic power is radiated from an antenna, the power 
flux density at a given point varies inversely with the square of the distance, 
L, from the radiator. The well-knowill Friis formula 130 relates the power 
received to the power transmitted simply as PR/PT= (A1A2)/(;\-2L2), where 
A1 and A2 are the areas of the respective apertures and Xis the wavelength. 
To overcome the path loss due to the large distances involved in satellite 
communications, Pierce found that an antenna diameter of about 75 m, 
a transmit power of about 100 kw at a 10-cm wavelength, and a receiver 
with 6-dB noise figure at the ground would be adequate to permit the use 
of a string of 30-m diameter spherical reflector satellites at an altitude of 
2200 mi. 

An alternative is satellites in the geostationary orbit. This is a circular 
orbit in the plane of the earth's equator about 22,000 mi. above the surface 
of the earth. The period of revolution of the satellite around the earth in 
this orbit is exactly one day, so that from any point on earth, the satellite 
appears stationary in the sky. Pierce found that a 30-m plane-reflecting 
mirror in such an orbit would compensate for the increased path loss and 
would permit a reduction of transmit: power to about 50 kw. Pierce also 
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Fig. 5-12. J. R. Pierce with the traveling wave tube of 1946. In 
addition to his pioneering contributions to traveling wave research, 
Pierce made fundamental contributions to satellite and digital 
communications research. 

225 

considered a satellite having an active repeater and a 3-m antenna in 
geosynchronous orbit. For this case, 100 w would be needed by the ground 
transmitter and only 30 milliwatts (mw) by the satellite transmitter. The 
possibility of transoceanic communication by satellite was explored further 
by Pierce and R. Kompfner. 131 

5.2 Project Echo-Balloon Reflector 

Early in 1956 a proposal was made by W. J. O'Sullivan of the National 
Advisory Committee for Aeronautics (predecessor of NASA) to orbit balloon 
satellites to measure air density at high altitudes. His work led to the 
construction of a balloon that was 33 min diameter. It was made of 0.013-
cm thick aluminized plastic, light enough to be launched to a 1000-mi. 
altitude by existing rockets. 
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When Pierce and Kompfner learned of the balloon, they proposed using 
it as a passive reflector for a satellite communication experiment, and in 
early 1959, Project Echo was born with W. C. Jakes, Jr. [Fig. 5-13], appointed 
as the project leader. A special issue of the Bell System Technical Journal 
of July 1961 documents in some detail the planning, operation, and results 
of this experiment. On August 12, 1960, the balloon was placed in orbit 
around the earth by NASA. A two-way coast-to-coast voice circuit was 
established between the Jet Propulsion Laboratories UPL) facility at Gold­
stone, California and a station provided for this purpose by Bell Laboratories 
at Holmdel. 132 Similar tests were also planned with the Naval Research 
Laboratory (NRL) in Maryland and other stations. 

An east-west channel was provided by transmission from an 18-m 
paraboloid antenna at Bell Laboratories to a 26-m paraboloid at JPL via 
reflection from the balloon .. using a frequency of 960 MHz and transmitter 
power of 10 kw. 133 The west-east channel utilized transmission from another 
paraboloid dish at JPL to a specially constructed receiver 134 and horn 
reflector antenna at Bell Labs having a 6-m by 6-m aperture. 135 The radiation 
in each channel was circularly polarized, and the Bell Labs antenna was 

Fig. 5-13. W. C. Jakes in the control room at the Bell 
Labs "space station" at Holmdel, New Jersey. 
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equipped with a second receiver arranged to respond to the cross-polarized 
component of the incoming signal to obtain more information concerning 
the transmission properties of the medium. 

The balloon was placed in an almost exactly circular orbit with an 
inclination of 47.3 degrees, which provided periods of mutual visibility 
up to about 15 minutes from Bell Labs and JPL and 25 minutes from Bell 
Labs and NRL. The slant range from Holmdel to the balloon varied between 
3,000 and 10,000 mi. during a typical pass. 

The communication tests were carried out primarily using frequency 
modulation. The threshold in the Echo demodulators was improved relative 
to that of conventional frequency modulation by the application of negative 
feedback to the FM demodulator. 136 Two masers, 137 cooled with liquid 
helium pumped to very low vapor pressure to get the temperature down 
to 2 K, were used to receive the two polarizations of the incoming signal. 
The threshold sensitivity of the Bell Labs receivers was approximately 
10- 18 w. This allowed meaningful measurements of both direct and cross­
polarized components of the incoming signal. 

5.2.1 Operation of the Echo I Satellite System 

After the successful launching of the Echo I balloon on August 12, 
1960, operations at the Bell Labs station were carried on for about 1120 
passes up to March 1, 1961. Some of the historic events associated with 
the Echo satellite are noted below: 

Pass 
No. Date 

1 8/10 

11 8/13 

12 8/13 

21 8/14 
33 8/15 

70 8/18 

503 9/22 

Event 

First demonstration of transmission via the balloon: President Eisen­
hower's prerecorded message sent from JPL to Bell Laboratories. 

First two-way audio transmission between JPL and Bell Labs: prerecorded 
messages of President Eisenhower and United States Senator L. B. John­
son. 

First two-way live voice: W. C. Jakes of Bell Labs and P. Tardani of JPL 
talked briefly. 

Voice received with excellent quality from NRL. 

Two-way live voice with JPL using standard outside telephone lines 
connected to the satellite circuit. 

F. R. Kappel, president of AT&T, L. DuBridge, president of JPL, and 
J.B. Fisk, president of Bell Laboratories, talked between California and 
the east coast via the satellite. 

Demonstration of facsimile picture transmission from NRL. 

The Project Echo experiment was essentially completed by the end of 
1961. It was a dramatic demonstration that laid the groundwork for the 
successful deployment of the active satellites that were later accepted as 
commonplace. 
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5.3 Active Satellite System11-Telstar 

Following the successful completion of Project Echo, attention turned 
toward the demonstration of the feasibility of an active satellite repeater. 
Such a satellite would make the transmission of television bandwidth 
signals feasible. The Telstar experiment, undertaken exclusively by AT&T 
with NASA being reimbursed for satellite launch costs and certain tracking 
and telemetry functions, was designed to demonstrate the operational 
feasibility of a broadband active repeater in the space environment. Again, 
a low earth orbit (2000 miles) was chosen, and an omnidirectional antenna 
was employed to avoid the need for spacecraft attitude control. 

The experimental effort that went into Telstar was huge compared with 
that of Project Echo, involving research and development organizations 
of Bell Laboratories, which were responsible for the satellite as well as 
the ground stations.138 

The first Telstar satelli.te was launched on July 10, 1962, and soon 
produced the world's first demonstration of transatlantic television trans­
mission. By demonstrating that spacecraft communications electronics can 
survive a launch and operate reliably in the space environment, and, by 
generating valuable data pertaining to the effects of radiation in space, 
Telstar was a major milestone in the realization of a commercial satellite 
system. However, the Communications Satellite Act, passed on August 
31, 1962, created the Communications Satellite Corporation, which was 
to be the exclusive Ameri;can participant in ;my subsequent international 
satellite ventures. A second satellite was nevertheless launched to complete 
the Telstar technical progiram. 

5.3.1 Domestic Satellite Systems 

In 1968, Tillotson proposed a model satellite system having the equiv­
alent of 100 million voice circuits, which could be provided by a network 
consisting of 50 ground s,tations and 50 active repeater satellites placed 
in geosynchronous orbit. m, 140 Three frequency band pairs were allocated 
for commercial communications satellite applications. A bandwidth of 500 
MHz was allocated for each of the 4- and 6-GHz and 12- and 14-GHz 
bands, and a bandwidth of 2500 MHz was allocated for use in the 19-
and 28-GHz bands. The :lower frequency of each pair was used for the 
ground-to-satellite up-link, and the upper frequency was used for the 
satellite-to-ground down-Hnk. The 4- and 6-GHz bands were shared with 
the terrestrial microwave radio-relay network, and, to prevent potential 
inter£ erence with this network as well as to avoid expected congestion of 
4- and 6-GHz satellite systems, the higher bands were emphasized. A 
given antenna size yields greater gain at higher frequencies, but the prop-
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agation of the higher frequencies is adversely affected by rain and means 
must be provided to maintain service during intense rain events. (See 
section 3 .1.) 

Tillotson' s system provided for highly directive multibeam antennas 
stabilized in such a way that the beam would point continuously toward 
the intended coverage region. Another feature of the proposed satellite 
system was the use of digital modulation. This would allow the integration 
of data and image services with voice telecommunications, provide the 
opportunity to exploit fully the satellite's capabilities, and also interconnect 
users efficiently. 

5.3.2 Spot Beams and Time-Division Multiple Access 

As seen from a geosynchronous satellite, the continental United States 
spans an angular segment approximately 3 degrees by 6 degrees. The gain 
of a satellite antenna radiating energy confined to this segment is about 
30 dB; that is, the flux density within this segment is about 1000 times 
greater than that produced by an omnidirectional radiator. At higher fre­
quencies, it is quite feasible, however, to deploy antennas with beam 
widths on the order of a few tenths of a degree, resulting in an antenna 
gain that is 100 times higher than that produced by an omnidirectional 
radiator and a coverage area reduced to 1/100. Techniques were invented 
(see section IV) to form a large number of nonoverlapping spot beams 
within the 3 degree by 6 degree angular extent of the continental United 
States. Since these beams are spatially isolated, the allocated spectrum can 
be reused among the nonadjacent spot beams; i.e., the beams can all carry 
independent information. The capacity is therefore much higher than can 
be achieved with a single antenna covering the continental United States. 

Model systems with about a dozen spot beams focused on major met­
ropolitan areas were considered for possible telephone trunking applica­
tions. Each spot-beam footprint had a diameter of about 200 mi. To permit 
ground stations located within the various spot-beam regions to com­
municate with each other, it was proposed to use Satellite Switched/Time­
Division Multiple Access (SS/TDMA), an approach that has received con­
siderable attention at Bell Laboratories and elsewhere. The technique re­
quires digital transmission and the transfer of messages between stations 
in packets. The packet is transmitted so that it arrives at the satellite just 
as a switch in the satellite connects the receive spot beam to the intended 
down-link spot beam. 

With fixed beam SS/TDMA, service would be restricted to those regions 
covered by a spot-beam footprint. Although, in principle, the number of 
beams might be increased, the reuse of a frequency in the same polarization 
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must be separated by a fow beam widths to keep interbeam interference 
sufficiently low. Several techniques were proposed in an attempt to reduce 
or eliminate the resulting blackout region.141 

5.3.3 Scanning Spot-Beam Concept 

As the number of earth stations in a network grows large, access by 
frequency division becomes cumbersome because the number of channels 
needed to connect each pair of users grows as the square of the number 
of earth stations. Time-sharing a single wideband channel among all earth 
stations is not only simpler conceptually, but has the added advantage 
that adjusting the connect time between user pairs to accommodate varying 
traffic is readily accomplished by changing packet size. The equivalent 
procedure in frequency division would be varying bandwidth, a diffi­
cult chore. 

Recognizing that only 01n.e pair of users is simultaneously communicating 
in a TOMA system, Reudink and Y. S. Yeh suggested that high-gain spot 
antenna beams be used to make the connection, with the resulting power 
savings of about a factor of 100.142

,
143 

They proposed using scanning spot beams :in the satellite to interconnect 
each user pair (one transmitting and one rec:eiving) at different points in 
time. A satellite capable of forming a pair of rapidly movable spot beams 
can thereby produce the same accessibility as does the area coverage system, 
provided the beams are scanned synchronously with the TOMA bursts 
that interconnect the corriect user pairs. 

The scanning of the b1~am was achieved by a phased array antenna. 
This is an array of many small radiating elements, each of which is preceded 
by a device that can shift the phase of the mict'Owave signal passed through 
it. By imparting the appropriate phase to the wave radiating from each 
element, the superposition creates a beam focused in a particular direction. 
This direction can be altered by changing the settings of the individual 
phase shifters, similar to the approach used in the 1930s for the shortwave 
MUSA array. 

The microwave phase shifters should be capable of fast switching, since 
time lost during a switching operation reduces the number of time slots 
available for communications. A digital phase shifter module with switching 
times under 10 nanoseconds (ns) was built by B. S. Glance in support of 
the scanning-beam concept. 144 

An array controller designed and constructed by W. L. Aranguren and 
R. E. Langseth provided phase-shifter settings for each position to which 
the beam must scan.145 Also the correct sequence of scanning positions 
was stored. Both of thesE! memories could be updated as the scanning 
sequence changes in response to changing h·affic demand. An automatic 
cophasing system to measure any drift and report appropriate changes to 
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the array controller was also constructed. The feasibility of the scanning­
spot-beam concept was successfully demonstrated using a ground-based 
transmit array and two receivers. It was shown that, if all of the satellite 
beams are scannable, the total capacity of the multibeam satellite can be 
used with an efficiency close to 100 percent. 146

•
147 To avoid effective power 

loss due to intermodulation distortion, it was proposed that each beam 
be scanned only over a limited region.148 An SS/TDMA switch is used 
on the satellite to permit interconnection of the various strips. The total 
number of array elements and phase shifters needed is no greater than 
that needed to form a single fully scannable beam. 

The capacity afforded by a multibeam satellite with frequency reuse is 
dependent largely on the number of simultaneous noninterf ering spot 
beams that can be formed, and this number is related to the width of each 
beam, which depends on the size of the satellite antenna. Other factors 
that influence the usable capacity of the satellite are the available power, 
the radiation bandwidth, the terrestrial traffic distribution, and the locations 
of the ground stations. 149 An outer bound on the achievable capacity region 
has been derived theoretically, providing a yardstick against which the 
performance of any systems concept can be compared. 150 

5.3.4 Resource Sharing and Coding 

Perhaps the most significant research result involving the role of coding 
in satellite communications is the resource-sharing concept proposed by 
Acampora. 151 As already mentioned, rain attenuation seriously impairs 
communications satellites operating at frequencies above 10 GHz. Rather 
than using larger antennas or site diversity to minimize communication 
outage, a common pool of resources, shared among all ground stations, 
is much more efficient. This technique creates a small pool of time slots 
in each frame that is reserved for use by any ground station experiencing 
a rain fade exceeding the built-in margin. When a fade occurs at a particular 
site, time slots are borrowed from the pool to overcome the fade. These 
extra time slots are used to accommodate the redundancy of a powerful 
code to provide 8 to 10 dB of additional fade margin. Redundancy provides 
a method for correcting errors. For example, if a desired bit of information 
was repeated three times and two out of three of the received bits are the 
same, the correctness of the result is dramatically increased. Channel errors 
of one in a thousand are reduced to less than one in a million. Even lower 
error rates can be achieved by a more complicated combination of several 
bits. Resource sharing does not require an increase in either radiated power 
or antenna size. Applying a rain model that provides for diurnal, seasonal, 
and geographical correlation among rain events, it was found that reserving 
6 percent of the time slots would provide an outage of less than 1 hour 
per year in the 12-GHz band with 9 dB less margin than otherwise needed. 
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Although channel coding can provide low bit error rates and accom­
modate more transmission noise, the channel data rate must increase to 
accommodate the added redundancy. 152 This implies that the required 
bandwidth must increase,. raising a question as to the applicability of 
coding to band-limited satellite channels. This question was studied ex­
tensively, and a receiver structure was derived to optimally decode the 
data in the presence of hand-limiting distortion. It was found that this 
structure can provide performance within 3 dB of the Shannon limit for 
certain select codes. 

VI. MOBILE RADIO RESEARCH 

Motivated by the opportunity to provide communications service for 
tens of millions of vehicles in the United States, Bell Labs researchers 
started thinking about the possibility of developing a mobile radio system 
as early as the early 1930s. Pioneering propagation studies were carried 
out at microwave frequencies by W.R. Young, Jr., in the early 1950s,153 

but intensive research programs did not get started until the early 1960s. 
A broadband mobile telephone system providing greatly expanded ser­

vice by means of integrab~d switching and transmission and high-speed 
common control was advanced by W. D. Lewis in 1960.154 The situation 
the researchers faced prio1, to 1970 was the extremely limited bandwidth 
available to mobile radio. The frequency space allocated to mobile services 
was a total of 2 MHz, distdbuted among bands at 35, 150, and 450 MHz. 
This bandwidth, which was equivalent to about 33 telephone channels, 
certainly could not meet the demands of millions of motorists. Moreover, 
due to interference consideirations, these limited channels were spread over 
adjoining metropolitan areias. The severity of this interference depends on 
relative signal strengths, which, in turn, depend on the various factors 
governing radio transmission at these high frequencies. For example, in 
New York City, with close to eight million people, only 20 mobile telephone 
conversations could be held simultaneously until service in the UHF band 
was authorized by the FCC in the early 1980s. 

Research in mobile radio communications covered thre,e topics: (1) prop­
agation and antennas, (2) cellular systems, and (3) modulation and diversity 
combining. These investigattions proved the feasibility of microwave mobile 
radio service and paved the way for the FCC decisions in 1970 to allocate 
a significant portion of the UHF band, from 806 to 881 MHz, for domestic, 
public land-mobile service. Immediately following this decision, a full­
scale research and development program started at Bell Labs. In the 1970s, 
research interest focused on efficient use of the mobile radio spectrum, 
emphasizing advances in digital signal processing capabilities. In 1974, 
Jakes edited a book, writt«?n by several Bell Labs scientists on microwave 
mobile communications, documenting the research results of the previous 
decade. 155 
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6.1 Mobile Propagation and Orthogonal Antenna System 

The direct line-of-sight paths from base station to mobiles are often 
blocked. The waves arrive at the mobile antenna principally by reflection 
and diffraction. The multipath phenomenon causes a random distribution 
of standing-wave patterns along the street. When a single frequency is 
transmitted from the base station, the motion of the vehicle through these 
standing-wave patterns causes a rapid fluctuation in both the amplitude 
and phase of the received signal. The received signal at the base station 
transmitted from a moving vehicle experiences similar fluctuations. Al­
though the mean value is relatively stable over a short distance, over longer 
distances it experiences considerable fluctuations because of shadowing 
by buildings. 

A simple model was proposed by R. H. Clarke156 and further analyzed 
by Gans to describe the multipath fading.157 The model assumed (which 
was reasonable on physical grounds) that, at any point along the street, 
the received fields are made up of a number of horizontally traveling 
plane waves with random amplitudes, phases, and angles of arrival. On 
the basis of this model, many properties of the received signals were 
theoretically derived and subsequently verified experimentally. 

An important finding was that the correlation functions are zero order 
Bessel functions, and the field components become uncorrelated at the 
mobile when antennas are separated by about half a wavelength (the 
wavelength at 900 MHz is about 33 cm). This impacts modulation formats 
and receiver design. At base stations, the decorrelation distances vary from 
lOA to 100A, depending on the antenna height and local scatterers.158 It 
was also established that cross-polarized transmissions will become un­
correlated after passing through the mobile radio environment and that 
the electric and magnetic field components are independent. 159

•
160 These 

independent components are useful for diversity reception systems. It was 
found that mobile antenna patterns have only a minor effect on the 
average received power. Horizontal directivity will not increase the average 
signal strength whereas vertical directivity can increase it. Clarke and Gans 
showed that the amount of frequency spread depends on the vehicle speed 
and the directivity of the mobile antenna. Knowledge of the fluctuation 
rates is important in the design of switch diversity receivers. The power 
spectra of the signal envelope and phase were extensively studied because 
these fluctuations cause distortions of the signal modulations. 

6.1.1 Effect of Finite Bandwidth 

With the statistical properties of single-frequency transmission well un­
derstood, the transmission of narrow-band signals (up to perhaps 100 
kHz) in either AM, FM, or digital formats could be treated with confidence. 
As the signal bandwidth increases, as with digital modulations or multi-
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plexed base station transmissions, the narrow band description of the 
channel is no longer accurate, since each of the multiple paths is associated 
with a different time delay. This is most easily visualized for pulse trans­
mission, where the time delays cause the received pulses to overlap, im­
pairing or even destroying the original signal. 

Extensive broadband probings of the medium were performed by Cox 
in New York City and its suburbs to characterize delay spreads by cataloging 
many delay spread distributions. 161 Due to the large number of special 
cases, a typical delay spread model for the mobile environment does not 
exist. A less variable parameter, and one which is much easier to determine, 
is the route-mean-square (rms) value of the delay spread, which was found 
to change between 0.5 and 5 µsec from suburban to urban environments. 
Knowing the system performance, the bit error rate for various bandwidth 
signals could be calculated. 

6.1.2 Large City Effects 

Reudink [Fig. 5-14] carried out measurements in Philadelphia and New 
York City162 with a view toward understanding the peculiar factors influ-

Fig. 5-14. D. 0. Reudink, who made fundamental contri­
butions to cellular radio and satellite research. 
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encing the propagation of mobile radio signals in large cities. Typical 
findings indicated strong channeling effects of radio signals along the street 
and also the peaking of signals at street intersections. Measurements were 
also made on propagation in tunnels with a somewhat surprising result 
that microwaves propagate quite well in these structures. 163 

6.2 Cellular Systems 

To make efficient use of the limited spectrum, a hexagonal cellular 
frequency reuse concept was proposed as early as 1947 and discussed 
subsequently in a number of internal Bell Laboratories memoranda. These 
ideas formed the basis for worldwide cellular radio. The first publication 
was by H.J. Shulte, Jr., and W. A. Cornell in 1960.164 In this concept, a 
metropolitan area is covered by adjoining hexagon cells that cover the 
whole region. The available mobile telephone channels are divided into 
distinct groups with each group assigned to particular cells. The same 
channel group is used in cells separated by an amount (reuse distance) 
such that cochannel interference in each cell is tolerable. If the traffic 
distribution is nonuniform, e.g., decreasing traffic demands from the center 
of the metropolitan area to the outskirts, more channels will be assigned 
to the high traffic cells. 

6.2.1 Dynamic Channel Assignment 

Dynamic channel assignment was proposed in 1970 by Cox and Reudink 
to handle the short-term statistical fluctuations of traffic. The goal was to 
increase the overall channel-use efficiency with low blocking probability. 
Computer models were constructed to study dynamic channel assign­
ment.165 Extensive simulation results were obtained for both one-dimen­
sional and two-dimensional cell layouts. 166 The results indicated significant 
improvements in service availability using assignments. Typical results 
showed that, for low blocking probability on call attempts, the dynamic 
assignment system can handle a higher call attempt rate and allow 50 
percent more simultaneous conversations. 

Further refinements in dynamic channel assignment result in a strategy 
combining the high packing density of fixed channel assignment with the 
flexibility of dynamic channel assignment. 167 In this concept, the available 
channels are divided into two pools. The first pool of channels is assigned 
to the service cells as fixed assigned channels that are used first. The second 
pool of channels is dynamically assigned. These channels are used only 
when no fixed channels are available. This mixed system, because of its 
reassignment strategy, was shown to provide even better service avail­
abilities than the earlier dynamic assignment system. 
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6.2.2 Modulation and Diversity Combining Techniques 

In parallel with the study of transmission media, diversity combining 
techniques were developE!d to reduce signal envelope fluctuations to a 
range acceptable for efficient voice transmission. The bask idea of diversity 
is to have one or more versions of the same transmitted signal available 
to help fill in the :missing parts of the original signal. Using space diversity 
it was observed that even a few diversity branches would improve the 
signal envelope significantly. For example, without diversity, the envelope 
is more than 10 dB below its mean value 10 percent of the time, whereas 
for two antennas combinEid in a :maximal ralio sense, i.e., combining the 
sum of the squares of th,2 voltages on the two antennas, the output is 
below this level only 1 pe·rcent of the ti:me.168 

Specific hardware was built to test various promising diversity receiver 
structures. 169

•
170 Thi! principal conclusions from the diversity studies were 

that the differences in quality of the outpult signal envelope are minor 
among different diversity combining formats and that diversity not only 
reduces envelope fading but also reduces the random FM and frequency 
selective fading. 

Another important conclusion from the diversity studies was related to 
phase conjugate retransmdssion, as proposed in 1962 by C. C. Cutler, 
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Fig. 5-15. Use of a satellite base station to fill an area of poor reception. (Jakes et al, 
Microwave Mobile Communicatfons (1974): 378.] 
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Kompfner, and Tillotson in connection with satellite systems 171 and in­
vestigated analytically by S. P. Morgan. 172 If a signal from a mobile travels 
to two separate base-station antennas, and each of these antennas transmits 
the complex conjugate of the phase it received, these signals add in-phase 
on arrival at the mobile antenna. Since both signals fade independently, 
the chances of nearly always having a good signal are greatly enhanced. 173 

[Fig. 5-15] Based on these results, it was concluded that the complex signal 
processing can be placed at the base stations, thus providing the mobiles 
with the benefits of diversity, but without any complex hardware. 174

•
175 

6.2.3 Efficient Spectrum Use 

The frequency reuse distance in the cellular layout is a major factor in 
determining the overall capacity of the mobile radio system. If the reuse 
interval is large, the total number of mobile channels must be divided into 
smaller sets such that only a small number of channels is available in each 
cell. For example, in a 12-channel set system, only 1/12 of the total channels 
is available in each cell, and the channel-use efficiency is very low, 
8-1/3 percent. To increase the total capacity of the system, cells might be 
divided into even smaller units, but the number of base stations would 
have to be increased, which is a costly approach. 

One attempt to increase the channel-use efficiency and reduce the reuse 
distance uses a space diversity approach in combination with a new fre­
quency plan. Space diversity smooths the fluctuations in the received signal 
and reduces the probability of interference. By means of an intracell fre­
quency assignment plan, a majority of the channels are assigned to mobiles 
near the center of each cell, and the remaining channels are used to cover 
the interference-prone comer regions. Efficiencies approaching 80 percent 
were calculated with four branches of space diversity combining. 176 

With advances in digital signal processing capabilities, digital time-di­
vision retransmission was proposed in 1981 by P. S. Henry to simplify 
the mobile receivers.177 This approach also offers advantages compared to 
the frequency-division approaches studied earlier in the multiplexing of 
base station transmitting antennas. Another advantage of digital modulation 
is the realization that cochannel interference in digital systems may be 
reduced by carefully planned cell layouts and controlled timing throughout 
the system. 

VII. EPILOGUE 

The last half century has seen remarkable progress in radio commu­
nications. In the early days, the United States and Europe were served by 
a few, often unreliable, shortwave circuits. In less than 50 years, the world 
has been linked by millions of radio circuits worldwide, carrying voice, 
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television, and data. Radio research at Bell Laboratories has made numerous 
contributions to this rapid ,evolution in telecommunications. Bell Labs sci­
entists and engineers have participated in nearly every aspect of exploiting 
this medium, which, in the early 1980s, has carried nearly three-quarters 
of all the long-distance telecommunications worldwide. 

Having ready access to results of research, development, and manu­
facturing operations, and e,ccellent opportunities to interact with colleagues 
in electronics and physical and mathematical sciences have been a key to 
Bell Laboratories leadership in this remarkably fast-growing field. Taking 
the traveling wave tube and then the transistor from electronics and utilizing 
mathematical concepts of modulation, noise, and information theory, com­
bined with the traditional radio work of antennas and propagation, have 
enabled Bell Labs scientists not only to make numerous individual con­
tributions but also to create entirely new system approaches in the fields 
of satellite, terrestrial point-to-point, and mobile communications. 
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Chapter 6 

Waveguide Research 

Waveguide research at Bell Laboratories was stimulated by two theoretical 
predictions that were considered remarkable in their day. The first was that 
radio waves could propagate in hollow metal tubes with no "return" conductor. 
The second was that certain waves having a special configuration of electro­
magnetic fields could propagate through cylindrical metal tubes with atten­
uations that would approach zero as their frequency was indefinitely increased. 
The experimental and theoretical explorations that followed were greatly aided 
by the rapid advance in techniques of generating and detecting ever-higher 
microwave frequencies. By-products of the developing technology were quickly 
applied to wartime radar and, subsequently, to microwave radio-relay systems. 
Eventually much effort was devoted to the realization of the predicted low 
losses for the circular electric wave. Problems of mode conversion due mainly 
to random deviations in straightness of waveguides were solved, and the en­
gineering feasibility of ultrabroadband long-distance transmission systems using 
circular electric waves at millimeter wavelengths was demonstrated. 

I. ORIGINS OF WAVEGUIDE RESEARCH 

When Bell Laboratories was incorporated in 1925, the only means in 
common use for sending electric power from one place to another was 
the parallel wire line. It had been used for many years for guiding de and 
ac power, and for telephone and telegraph signals as well. But by the 
1920s, considerable interest had developed in radio both for entertainment 
and for long-distance communication. And it was observed that at these 
frequencies, the parallel wire lines used to connect the antennas to trans­
mitters and receivers not only leaked power by radiation but also picked 
up interference from other radio sources. Shielding the lines helped, but 
the most attractive arrangement was found to be a rigid cylindrical outer 
sheath with a single return conductor inside, known as a coaxial line. But 
at that time, the properties of coaxial lines were not fully understood. A 
small group of engineers under the direction of L. Espenschied devoted 

Principal authors: A. G. Fox and W. D. Warters. 
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itself to experimental and theoretical studies of these structures during the 
latter half of the 1920s, and, by the start of the 1930s, their characteristic 
impedance and attenuation constant as a function of cross-sectional ge­
ometry and frequency were well understood. 

In 1931, G. C. Southworth [Fig. 6-1 ], then employed in the Development 
and Research Department of the AT&T Company, began experiments that 
were to blossom into a radically new technique for guiding electromagnetic 
waves at frequencies orders of magnitude higher than those then in use. 1 

This work grew out of some chance observations Southworth made ten 
years earlier while he was at Yale University. He had set out to measure 
the dielectric constant of water at radio frequencies using a continuous­
wave oscillator, which had recently become available. The oscillator was 
coupled to a pair of parallel wires, called a Lecher frame, with adjustable 
reflecting plates at either end. By measuring the wavelength on the frame, 
first in air, and then when the frame was immersed in a trough of water, 
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Fig. 6-1. G. C. Southworth in front of a TE01 waveguide transmission line built at Holmdel, 
New Jersey, in 1935. Southworth holds one of the resonant chambers used for tests of 
waveguide transmission. 
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the dielectric constant of water could be deduced. He found, however, 
that while the standing-wave pattern in air was a simple periodic function 
of position, the pattern observed in water was sometimes very erratic. This 
could be explained by the presence of other waves of differentwavelengths 
superimposed on the expected ones. In fact, Southworth found that these 
spurious waves persisted in the water when he removed the Lecher frame 
from the trough, leaving only the oscillator and detector connected to the 
water. And he discovered that their wavelength depended on the transverse 
dimensions of the water in the trough, which led him to conclude that 
the water was guiding these waves. 

fen years earlier, a review of a paper by 0. Schriever of the University 
of Kiel appeared in the Journal Club. In this paper, waves were described 
that might be supported on dielectric wires. The similarities to his own 
observations piqued Southworth's curiosity and created a desire for a 
chance to investigate this matter further. It was not until 1931 that this 
finally became possible. In addition to Schriever's work, there had been 
several other earlier contributions pointing the way to dielectric and hollow­
tube waveguides. In a paper written in 1897, Lord Rayleigh had concluded 
that a number of modes of propagation could exist in such structures and 
that each of these modes had a lowest possible frequency (cut-off frequency) 
below which propagation could not exist.2 None of these earlier publications 
seems to have been well known, and it is interesting to speculate on the 
reasons why. The most likely explanation appears to be that although 
Lord Rayleigh's theoretical predictions were on target, the techniques for 
experimental verification were essentially nonexistent. The only generators 
of radio waves were spark sources, and detectors were notoriously insen­
sitive. A secondary reason may have been a lack of interest in a subject 
that was so remote from any obvious application. At any rate, these early 
disclosures were apparently filed and forgotten, only to be rediscovered 
many years later. 

By 1931, when Southworth reactivated his investigations, the technology 
had greatly improved, but skepticism still existed about whether electro­
magnetic waves could pass through hollow metal tubes and dielectric rods, 
and whether there was any practical use for them even if they could. On 
the first point, common teaching held that the flow of power along a 
transmission line required at least two longitudinal conductors to provide 
for forward and return current paths. Furthermore, it was known that the 
space around the conductors contained electric and magnetic fields, but 
these were regarded as secondary manifestations rather than primary causes 
of the flow. Small wonder then that many engineers instinctively balked 
at the notion that a single hollow tube could transmit power. On the 
second point, common wisdom held that telephones worked very well 
with twisted pairs, so what excuse could there be for moving to extremely 
high frequencies where sources were not yet available? 
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Fig. 6-2. Electric fields in rectangular waveguide. [Southworth, Principles and Applications 
of Waveguide Transmission (1950): 115.] 

As it became well known in the late 1930s, a hollow metal tube is 
capable of transmitting a number of different waves (i.e., modes of prop­
agation) having unique electric- and magnetic-field patterns. For transverse 
electric waves (TEnm), the lines of electric force lie entirely in planes trans­
verse to the axis of the tub,e. [Fig. 6-2] Similarly, for transverse magnetic 
waves (TMnm), the lines of magnetic force lie in transverse planes, and, 
in addition, always form dosed loops. When these transverse fields are 
plotted on paper, they foml\ symmetrical contour patterns somewhat re­
sembling the modes of vibration of a drumhead. For propagation to take 
place, the free-space wavelength must be comparable to the diameter of 
the tube, or smaller. 

II. EARLY WAVEGUIDE EXPERIMENTS AND THEORY 

By the middle of 1932, Southworth had set up apparatus enabling him 
to observe guided waves in water-filled circular metal tubes in a wavelength 
range from 123 to 200 centimeters (cm). Had they been air-filled, diameters 
in the range of 200 cm would have been required. But the high dielectric 
constant of water reduced the effective wavelength by a factor of nine, 
which allowed Southworth 1:01i1se tubes that were 15 and 25 cm in diameter. 
With these he had been able td launch two low-order waves and to measure 
their phase velocities, and by inserting slender coaxial probes terminating 
in a tiny dipole or a wire loop, he had determined the field configurations 
over a transverse plane. Southworth was thus able to idEintify these two 
waves as the dominant TE11 and the circular magnetic TM01 • [Fig: 6-3] 

When internal memoranda reported these results, a high··level supervisor 
with his own lingering doubts felt the need for an independent opinion 
from one of the company's highly respected mathematicians, who, in due 
course, reported that the proposed system of transmission was not prac­
ticable. For a while, this cas.t a considerable shadow over the experimental 
program, which, however, continued to confimll earlier results. Fortunately, 
the mathematician found an error in his analysis and reported this in a 
memorandum that cleared the air. 

Not long afterwards, Southworth transferred to Bell Laboratories where 
his waveguide research found a better fit, and he was assured the full 
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Fig. 6-3. Electric and magnetic fields in circular waveguide. [Southworth, Principles and 
Applications of Waveguide Transmission (1950): 120.] 
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Fig. 6-4. S. A. Schelkunoff, who, along with S. P. 
Mead of AT&T, predicted from theoretical consid­
erations that the circular electric wave, transmitted 
down a cylindrical waveguide, would exhibit decreas­
ing attenuation with increasing frequency. 

support of his supervision. By then J. R. Carson and his assistant, S. P. 
Mead, at AT&T were already involved in investigations of waveguide 
theory. And independently, S. A. Schelkunoff [Fig. 6-4], a young electro­
magnetic theorist who had recently joined the Mathematics Department 
of Bell Laboratories, had been intrigued by Southworth's memoranda and 
was eagerly working on waveguide theory. Thus began a very valuable 
interaction in which theoretical predictions helped to explain experimental 
observations, and the observations helped point the way for extensions 
of theory. By the end of 1932, several experimental and theoretical mem­
oranda had been exchanged, and the reality of guided waves had been 
established. Much work remained, however, to demonstrate how useful 
these waves might be. 

2.1 Circular Electric Waves 

By the end of May 1933, both Mead at AT&T and Schelkunoff at Bell 
Labs had independently issued memoranda giving for the first time the 
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attenuations of certain modes of propagation. In June, they apparently 
talked together, discussing certain differences in their results, and, in early 
July, within three days of one another issued separate memoranda giving 
the now-famous result for the attenuation of circular electric waves. 
Schelkunoff'smemorandum abstract, dated Juiy 7, 1933, states it concisely: 

Among several types of electromagnetic waves that can be shot along a hollow 
cylindrical conductor exists a wave with a circular line of electromotive intensity 
tangential to the conductor. For sufficiently high frequencies, its attenuation 
is inversely proportional to the 3/2's power of the frequency. 

This astonishing result ran counter to all past experience. All other 
transmission lines had attenuations that increased with frequency. But this 
result predicted an attenuation that approached zero with increasing fre­
quency. [Fig. 6-5] Understandably, this could have aroused new misgivings 
on the part of management regarding the plausibility of the claims being 
made for waveguides, which might explain why three more years were 
to pass before papers reporting on research results were released for pub­
lication. At the same time, hopes must have been raised for the possibility 
of a transcendently superior new means of transmission, and this too might 
have cautioned against haste in announcing results to competitors. In 
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Fig. 6-5. The attenuation presented by a hollow copper pipe (radius 5 cm) for three 
waveguide modes. Note the steadily decreasing attenuation of the TE01 mode. 
[Southworth, Principles and Applications of Waveguide Transmission (1950): 127.] 
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either case, it was dearly important to try to obtain expetimental confir­
mation of the theoretical prediction. 

Within a few months after Schelkunoff issued his memorandum, 
Southworth found ways of generating and identifying not only the TE01 

but also the TM11 waves, and he measured their cut-off frequencies and 
phase velocities in short lengths of water-filled pipe. But there was great 
skepticism at the tim1~ about: whether the predicted low attenuation could 
actually be realized in practice. In fact, many questioned whether any of 
the waveguide modes would maintain their identity in traveling long dis­
tances. Consequently, by late 1933, an air-filled guide 12.7 cm in diameter 
and 265 meters (m) long was built at a Bell Laboratories location in Netcong, 
New Jersey, and many tests were run at wavelengths between 16 and 
17.5 cm. It was established that energy could be transmitted through a 
long waveguide without severe attenuation, and, although measurement 
techniques were still too crude to permit a confirmation of the theoretically 
predicted TE01-mode attenuation, waveguide transmission over a distance 
was a demonstrated reality. 

III. WAVEGUIDE COMES OF AGE 

In 1934, Southworth and his project transferred from the Bell Labs 
headquarters location at 463 West Street, New York City to the Bell Labs 
location in Holmdel, New JEirsey, where he began a collaborative research 
program with A. P. King and A. E. Bowen. Over the next four years, this 
team improved measuring techniques and broadened its understanding 
of how waveguide discontinuities could be used as lumped circuit elements. 
A. E. Bowen developed wavEimeters, standing-wave detectors, and vacuum­
tube oscillators for the 3-gigahertz (GHz) range. King devised small point­
contact detectors using silicon with tungsten points that could be mounted 
inside the waveguides, and he gathered much data on the impedance 
matching and directional patterns of electromagnetic horns. By the time 
World War II started, a body of knowledge had been developed that 
provided strong support for the rapid development of microwave radar. 3 

During 1935, reports drifted in that Professor W. A. Barrow at the 
Massachusetts Institute of Technology (MIT) was engaged in research sim­
ilar to the work of the Bell Labs group. In early 1936, Barrow wrote to 
Southworth announdng his, plans to publish a paper on his work. South­
worth resurrected his own previously prepared draft and was promptly 
given publication approval. His paper and Barrow's were both delivered 
at a joint meeting of the lnistitute of Radio Engineers and the American 
Physical Society on April 30, 1936. Southworth's written version of his 
experimental results4 was published with a paper by Carson, Mead, and 
Schelkunoff on theory 5 in the April 1936 issue of the Bell System Technical 
Journal. From this point on, the gauntlet was down and waveguides were 
to be taken seriously. 
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As the pace of experimental work increased, Schelkunoff continued to 
make many important contributions to waveguide theory. For wavelengths 
of only a few centimeters, ordinary coils, capacitors, and resistors no longer 
behaved as lumped circuit elements, and alternative methods had to be 
found using waveguide discontinuities, such as internal irises, metal rods, 
and wire grids, for providing equivalent impedance transformations. 
Schelkunoff provided theoretical insights for understanding such struc­
tures, determined the directional patterns of electromagnetic horns, and, 
in general, was of great assistance to the experimenters who were trying 
to make sense of their observations. 

In the years that followed, the waveguide group at Holmdel continued 
to develop its techniques, gave many lectures, and stimulated much interest 
in high-frequency research. Other groups at Holmdel were already working 
on the idea of using radio-relay transmission with directive antennas at 
the lower frequencies then available (500 megahertz (MHz)). With the 
new possibility of using waveguides and electromagnetic horns at much 
higher frequencies, much greater antenna gains could be achieved with 
smaller structures. This offered an exciting alternative that was more im­
mediately realizable than circular electric wave transmission. 

In fact, measurements were made in the late 1930s of the TE01-mode 
attenuation through a new 1250-foot-long test guide using higher frequency 
signal sources that had become available at 3.75 GHz, and the loss was 
disappointingly higher than calculated. Since seamless copper pipe was 
not commercially available in the 10- and 15-cm diameters needed for 
the test guides, it had been necessary to build them by hand, wrapping 
sheet copper around a mandrel and hand-soldering the seam. This seam, 
which extended more or less parallel to the axis of the pipe, was an obvious 
crudity, and was blamed for the excessive attenuation. Indeed, as was 
later discovered, the ability of the TE01 wave to propagate with the predicted 
low attenuation depends on perfection in the waveguide, in circularity of 
cross section, straightness, and freedom from small dents or patches of 
different conductivities. The presence of such aberrations can distort the 
lines of electric field so as to generate components of other waveguide 
modes. If the aberrations lie above their cut-off frequencies, they can 
propagate down the waveguide and are capable of bleeding off substantial 
power from the circular electric mode, causing its attenuation to be sub­
stantially higher than predicted. Realizing this, researchers postponed efforts 
to pursue the lure of TE01-mode transmission in favor of experimental 
work on waveguide components essential for a microwave radio-relay 
system operating at 3000 MHz. 

3.1 Waveguides in Microwave Radio 

By 1940, most of the components needed for a 3000-MHz transmission 
system had been demonstrated. Multiplexers using frequency-selective 

TCI Library: www.telephonecollectors.info



256 Engineering and Science in the Bell System 

waveguide filters, providing bandwidths of from 3 to 20 MHz, had shown 
the possibility of multichannel transmission. R. S. Ohl of Bell Labs, with 
his pioneering work on silicon crystals, had provided efficient point-contact 
detectors and freqmmcy converters. (See another volume in this series, 
Physical Sciences (1925-1980), Chapter 11, sections II and 8.1.) A microwave 
amplifier providing 15-decibel (dB) amplification had been built, following 
the lead set by the invention of the klystron by R. H. and S. F. Varian. 
And antennas with directive gains of 36 dB had been realized. A dem­
onstration 3000-MHz systEim at Holmdel included the transmission of 
three multiplexed channels through a 400-m waveguide to an electro-
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Fig. 6-6. Balanced waveguide circuits: (a) the ring form of waveguide bridge; 
(b) a matched fom\ of hybrid junction. [Southworth, Principles and Applications 
of Waveguide Transmission (1950): 338, 341.] 
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magnetic horn antenna that transmitted back, by radio, to a similar horn 
and receiver. 

In 1939 and 1940, the waveguide group grew with the addition of three 
young engineers, A. G. Fox, S. D. Robertson, and W. A. Tyrrell. Fox 
developed the concept of simple resonant chambers in a waveguide line 
into sophisticated multicavity filters that could be designed to have specific 
desired transmission characteristics. 6 The concept was adapted and refined 
to such an extent that maximally flat filters could be realized in practice.7 

As an example, a short section of round waveguide equipped with parallel 
metal rods in an axial plane could be designed to produce a 90-degree 
retardation for dominant TE11 waves polarized parallel to the rods, while 
having no effect on waves polarized perpendicular to them. For waves 
polarized at 45 degrees, linear polarization was converted to circular po­
larization and vice versa. This permitted the building of a rotary joint for 
the feed line of a radar antenna that would allow the antenna to rotate 
about an axis. A linear-to-circular polarization converter was used on 
either side of the joint to produce circular polarization at the joint while 
maintaining properly oriented linear polarization in the waveguides at 
either end. Tyrrell invented balanced waveguide circuits, 8 such as the 
hybrid ring and the hybrid junction (dubbed the "magic tee" by engineers 
at MIT). These circuits made it possible to combine a received signal with 
power from a local oscillator to drive a pair of balanced detectors without 
the loss of any power. [Fig. 6-6] Robertson developed waveguide modulator 
and demodulator circuitry that later provided rapid progress in raising the 
frequencies at which measurements could be made. 

3.2 Waveguides in Radar 

In 1940 and 1941, interest in waveguide work grew rapidly as its possible 
application to the Allied war effort became evident. In September of 1940, 
Dr. J. Cockcroft and Dr. E.G. Bowen of Cambridge University visited the 
Holmdel, New Jersey location of Bell Labs and described the early radars, 
which operated at moderately low frequencies and used coaxial rather 
than waveguide techniques. These radars were making a significant con­
tribution to winning the Battle of Britain. It was clear to everyone that 
much higher frequencies were needed to provide lightweight airborne 
equipment and much better directional resolution, and that waveguide 
techniques would be extremely helpful. 

Later in 1940, the National Defense Research Committee formed the 
now-famous Radiation Laboratory at MIT, which soon grew to include 
several hundred top scientists working on the development of microwave 
radar. During 1941, the Waveguide Research and Radio Research groups 
at Holmdel played a vital role in disseminating their waveguide techniques 
to members of the Radiation Laboratory, as well as to other departments 
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of Bell Laboratories. And for the duration of World War II, they continued 
to invent and test new wav,eguide devices needed for military radars. Thus, 
almost at the moment of its birth, the first proposed peacetime applica­
tion of waveguide, the radio-relay project, was put aside for more urgent 
business. 

3.2.1 Waveguides for Radar Antennas 

Among these wartime contributions were several novel antennas. One 
of the early submarine radlars employed a parabolic reflector illuminated 
alternately by two slightly off-axis waveguide feeds. This produced a 
major lobe that jumped between two positions separated by a small angle. 
By aiming to equalize the target echoes seen by the two beams, the target 
position could be accurately determined. This required rapid switching of 
power from one feed to th,e other by a snap-action switch that minimized 
the transition time. Fox employed a pair of resonant waveguide cavities 
through which power could flow to the feeds. 9 [Fig. 6-7] A rapidly rotating 
metal rod, penetrating first one cavity and then the other, detuned the 
cavities so that only one could transmit at a time. A later version used a 
pair of resonant irises with a rotating metal vane to dehme them. 

As another example, th1~ United States Navy needed a high-resolution 
scanning antenna for use with a 3-GHz fire-control radar on its heavy 
ships. C. B. Feldman, relying on his earlier experience with Multiple Unit 
Scanning Antennas (MUSA), at lower frequencies, laid out a design for 

Fig. 6-7. Snap-acl:ion switch used for submarine radar. Microwave energy from 
A is directed at single-cavity filters B and C, which are alternately detuned by 
rotating waveguide· arm D. (Southworth, Principles and Applications of Waveguide 
Transmission (1950): 321.) 
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the first waveguide adaptation of the MUSA principle. (See Chapter 5, 
section 1.5.) It called for a broadside array of 42 radiating elements fed 
through a system of continuously running phase shifters to produce a 
sharp scanning beam. The radiating elements were required to have end­
fire directivity to reduce minor lobes and reduce coupling between elements, 
and dielectric waveguide launchers were chosen for this purpose. G. E. 
Mueller, who joined Bell Labs early in the war, undertook the design of 
these elements that took the form of polystyrene rods, called polyrods, 
about 5 cm in diameter and 1 m in length. One end of the rods was 
inserted a short distance inside of the metal waveguide feed, and the 
projecting portion of the rod was gently tapered to squeeze out the prop­
agating wave into the surrounding space while providing a reflectionless 
termination. The phase shifters, invented by Fox, 10 employed three tandem 
sections of circular waveguide containing metal rods similar to the wave­
guide rotary joint mentioned earlier. [Fig. 6-8] The fixed sections at either 
end were linear-to-circular polarization converters, and the center section, 
which was motor driven to rotate at high speed, provided 180 degrees of 
differential phase shift for two orthogonal polarizations. Radiators near 
the outer ends of the array were fed through many phase changes, thus 
providing large phase shifts. Those near the center of the array were fed 
through few phase shifts. The result was a horizontally sweeping beam 
that appeared at one side of the field of view and disappeared at the other 
side, displaying not only the positions of enemy ships, but shell splashes 
as well. This radar (Mark 8) enabled attacks to be made in total darkness 
with accuracy, and was responsible for the sinking of many Japanese war­
ships in the Pacific. More detail on these and other major wartime efforts 

Fig. 6-8. A. G. Fox's adjustable phase changer. The rotating center 
section provided phase shifts needed to sweep a radar beam for naval 
fire control. [Fox, Proc. IRE 35 (1947): 1496.] 
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is given in another volume of this series, subtitled National Service in War 
and Peace (1925-1975). 

3.2.2 Waveguides fol" 24-GHz Radar 

The extension of waveguide techniques to ever-higher frequencies had 
been a long-range goal of the Holmdel scientists and engineers, but now 
they were being pushed by the wartime need for smaller,, more directive 
antennas, and the work was greatly aided by the cooperation of many 
other organizations involv1?d in radar research. Starting from a 3-GHz 
capability in early 1940, higher frequency techniques were developed by 
a leapfrogging process, using existing microwave signal sources to drive 
harmonic generators with the aid of Ohl's silicon crystals and Robertson's 
modulator techniques. The first step was a thi:rd-harmonk generator that 
provided a 9-GHz signal when driven by a 3-GHz (S-band) source. While 
the signal was too '1,veak for any practical system use, it permitted the 
laboratory development of essential components, such as attenuators, 
wavemeters, and standing-wave detectors. These instruments then aided 
the scientists and engineers of the Electronics Research Lc1tboratory in de­
veloping higher-power oscillators such as klystrons and magnetrons, which 
opened the way for a second generation of radars operating at 9 GHz (X­
band). A similar tripling of frequency was obtained from 8 to 24 GHz (K­
band), and by the end of the war researchers in the Holmdel location of 
Bell Labs assembled a 24-GHz experimental radar. This radar was taken 
to Atlantic Highland1,, New Jersey, where it clearly revealed ships 14 miles 
away in New York Harbor. The last upward step used a 24-GHz klystron 
supplied by H. V. N'eher of the MIT Radiation Laboratory and newly 
developed crystal rectifiers made by Ohl, and yielded a second harmonic 
output at 48 GHz. At this point, however, the going became difficult and 
several years passed before solid progress became visible in this millimeter­
wavelength range. 

3.3 Nonreciprocal Transmissiion in Waveguides 

For many years, electrical engineers had been taught: to respect the 
reciprocity principle. When a two-port transmission system is made up of 
linear passive elements, this principle predicts that if a wave traveling 
through the system from port A to port B suffers a certain loss in decibels, 
then a wave traveling in the opposite direction (B to A) suffers the same 
loss. However, in 19418, B. D. H. Tellegen at the Philips Research Laboratory 
in the Netherlands, 1recognizing that the Faraday rotation of a transverse 
electromagnetic wave is nonreciprocal, pointed out that it should be pos­
sible, in principle, to build passive nonrecipmcal transmission line ele­
ments.11 In particular he proposed an ideal hvo-port device having zero 
phase delay for propagation in one direction and 180-degree phase delay 
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in the opposite direction. This he named a gyrator because Faraday rotation 
results from gyromagnetic interactions between a wave and precessing 
electron spins in the Faraday medium. With the gyrator as a building 
block, Tellegen believed that a number of useful nonreciprocal devices 
could be made. 

Although Faraday rotation had been known for a long time, it was a 
weak effect in most transparent media. To obtain substantial rotation of 
the polarization, the medium must be strongly magnetized in the direction 
of propagation of the wave. While this is possible in ferromagnetic metals 
and alloys that have high permeabilities, their high conductivities made 
it impossible for electromagnetic waves to penetrate them. 

Toward the end of 1950, C. L. Hogan in the Physical Research Laboratory 
at the Murray Hill, New Jersey location of Bell Labs, recognized that a 
new class of magnetic oxides called ferrites could exhibit strong ferro­
magnetic resonance effects. (See Physical Sciences (1925-1980), Chapter 1, 
sections 1.3.1 and 2.3.1.) Because of their low conductivities, the ferrites 
would allow microwaves to propagate in waveguides containing these 
oxides. By mounting a ferrite cylinder along the axis of a section of circular 
waveguide and magnetizing it in an axial direction, Hogan found that X­
band dominant waves could be arranged to pass through with a rotation 
of polarization of 90 degrees. For propagation in the reverse direction, 
starting from the 90-degree polarization, another 90-degree rotation was 
added in the same sense. Hence the return trip output had the same 
polarization angle as the original input, but was reversed in direction, 
corresponding to a 180-degree phase shift. Thus he had demonstrated a 
microwave gyrator for the first time.12 This device immediately captured 
the interest of many engineers and scientists at Bell Labs and outside. It 
soon became obvious that there were many avenues open for exploration, 
both in devising new nonreciprocal waveguide devices and in seeking a 
better understanding of the physics involved, and, for the next five years, 
considerable waveguide research effort was devoted to this subject. 

Initial difficulties were encountered in obtaining sufficient Faraday ro­
tation in the ferrites without high loss, and the loss varied unpredictably 
from sample to sample of ferrite. It was found that some of this was due 
to differences in the chemical composition and homogeneity of the nickel­
zinc ferrites used. When the yttrium-iron garnets became available and 
replaced the ferrites, there was a marked improvement in the rotation-to­
loss ratios obtainable. To avoid the propagation of higher-order modes 
within the ferrite-loaded region, slender ferrite rods occupying only a small 
part of the waveguide cross section were used, so that only the dominant 
mode could propagate. Finally, it was found to be important to taper the 
ends of the rods to avoid reflections of the dominant mode, which could 
also cause resonances. Because magnetized ferrite inserts strongly perturb 
the microwave fields in waveguides, no theory adequately predicted the 
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interactions. Without such guidance, the design of all devices depended 
on extensive experimentation. 

3.3.1 Circular Waveguide Nonreciprocal Devices 

A number of useful components were invented using Faraday rotation 
in circular waveguides. Because two orthogonal polarizations could prop­
agate, they may be thought of as two-mode guides. One such device due 
to S. E. Miller13 used a 45-·degree rotator and two rectangular waveguide 
ports at each end. [Fig. 6-9) Waves launched at one port were rotated 45 
degrees and emerg1?d at a second port. Waves entering the second port 
did not return to the first port, but instead emerged at a third port. From 
this port, transmission went to a fourth port, and finally back to the first 
port, thereby closing the path of circulation. For this reason it was named 
a circulator. 

If, in the above example, matched terminations were connected to the 
third and fourth poirts, forward propagation could pass from the first port 
to the second port, but no reflections occurring beyond the second port 
could return to the first port. Such a device was called an isolator because, 
for the first time, it became possible to protect an oscillator from disturbing 
reflections caused by mismatched loads without having to suffer the power 
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Fig. 6-9. A Faraday rotation circulator. The ferrite pencil rotates the plane of polarization 
45 degrees. This allows transmission through the next port in the circular sequence, but 
not through the other ports. 
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loss of attenuator pads. A simpler isolator can be made by omitting the 
rectangular waveguide takeoffs for the third and fourth ports and substi­
tuting internal resistance cards in the circular waveguide oriented per­
pendicular to the electric fields in the first and second ports. Regardless 
of their construction, isolators have become the most used nonreciprocal 
devices. 

Additionally, directional phase shifters were developed that could pro­
duce any arbitrary difference in phase delay for opposite directions of 
transmission. In the special case of 180 degrees, the device became a 
gyrator. It is interesting that the gyrator, which Tellegen regarded as a 
fundamental building block, has not been as useful in circular waveguide 
as the other devices previously mentioned. Waveguide switches were built 
that could deliver power to either of two output ports by controlling the 
magnetic field. And techniques were developed for broadbanding isolators 
and circulators by including additional Faraday rotation sections. 

3.3.2 Rectangular Nonreciprocal Waveguide Devices 

Following somewhat later than the Faraday rotation devices, a second 
family of nonreciprocal devices was developed for rectangular waveguide. 
Because only one mode of propagation exists in rectangular guide, the 
principles of operation were fundamentally different from those depend­
ing on Faraday rotation. Rather than using longitudinal magnetizing fields, 
transverse fields were used normal to the broad face of the waveguide. 
The ferrite, in the form of a thin rectangular plate, was inserted lengthwise 
in the waveguide with its plane parallel to the narrow faces of the guide. 
Because the magnetic field of the dominant mode forms closed loops lying 
in planes parallel to the broad walls, as one looks down on a broad face 
and observes the propagating electromagnetic wave, the magnetic field 
appears to rotate clockwise on one side of center and counterclockwise 
on the other side of center. For the opposite direction of propagation, the 
sense of rotation on the two sides is reversed. Therefore, by placing the 
ferrite plate away from the center toward one of the narrow faces, it is 
exposed to a rotary magnetic field transverse to the axis of magnetization 
of the ferrite. Under these conditions, the radio frequency (RF) permeability 
of the ferrite is different for the two directions of propagation, and this 
produces different phase velocities for oppositely directed waves. The 
loaded waveguide then becomes a directional phase shifter, with a non­
reciprocal phase shift dependent on the dimensions and position of the 
ferrite. When the shift is 180 degrees, the waveguide becomes a gyrator. 
With the development of the rectangular waveguide directional phase 
shifter, it became possible to build a variety of circulators by combining 
the phase shifter with standard directional couplers.14 
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Other nonreciprocal devices were developed that depended on the fact 
that a plate of f erritei placed near one of the narrow walls of a rectangular 
waveguide could strongly perturb the microwave fields, pulling them to­
ward the ferrite for one dir,ection of propagation, and pushing them away 
for the opposite. By suitably positioning the ferrite and coating the inside 
surface with a conductive film, the attenuation in one direction could be 
made very small, while in the other it was very large. Such devices were 
called field displacement isolators. 

Another achievement of the ferrite waveguide research was the dem­
onstration by M. T. Weiss of a ferrite parametric amplifier and oscillator.15 

In the years since the ferrite work came to a halt at the Holmdel location 
of Bell Laboratories, nonreciprocal components have been further developed 
and have found many useful applications. New versions have appeared 
that incorporate ferri.tes into microwave printed circuit and strip-line de­
signs, thus resulting in smaller size and lighter weight nonreciprocal devices 
than the hollow metal waveguide components. 

IV. MILLIMETER WA YES IN A CIRCULAR ELECTRIC (TE01) 

TRANSMISSION SYSTEM 

By about 1950, measurements of rain attenuation of radio beams at 
S-, X-, and K-bands by Robertson, King, and others at the Holmdel loca­
tion of Bell Laboratories had clearly indicated that a radio-relay system 
covering long distances could suffer unacceptable attenuation unless the 
carrier frequency was keplt below about 10 GHz. On the other hand, it 
was becoming clear that with the advent of commercial television and 
other communication services requiring vastly expanded information ca­
pacity, the use of much higher microwave frequencies could hardly be 
avoided. For these, only waveguides could provide a medium free of 
atmospheric disturbances and crosstalk problems. 

Realizing this, H. T. Friis, then director of radio research, began urging 
his team of research engineers to devote more time to the development 
of millimeter-wave techniques. These he regarded as an essential next step 
toward the realization of a circular electric wave system, which he thought 
should standardize the usei of 5-cm inside-diameter round waveguide op­
erating with frequencies around 60 GHz. 

Several researchers at Holmdel had already been exploring millimeter­
wave techniques and developing scaled-down versions of TEoi-mode com­
ponents for this frequency range. However, it was evident that much 
remained to be done beforE~ the promise of the TE01 mode for long-distance 
communication could be demonstrated. In 1950, Miller was given re­
sponsibility for a group of engineers whose efforts were focused on this 
goal. And over the next fow years, the group was increased in size until 
it represented a formidable amount of talent. 
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4.1 Millimeter-Wave Techniques 

4.1.1 Millimeter-Wave Homodyne System 

As mentioned earlier, low-power oscillators and crystal detectors were 
already available in the millimeter-wave range. An assortment of small 
dominant-mode rectangular waveguide components was developed for 
laboratory measurements. But the range of attenuations that could be 
measured using direct detection was far too limited. The use of heterodyne 
detection with intermediate frequency amplification could greatly increase 
the sensitivity for weak signals, but the oscillators were so unstable that, 
even with elaborate frequency stabilization systems, measurements were 
unreliable. 

D. H. Ring devised an ingenious solution for measuring attenuation, 
using a homodyne double detection system.16 He split the power from a 
50-GHz oscillator into two paths. One path included the device whose 
loss was to be measured. The other path included a continuous phase 
shifter of the type used on the Mark 8 radar antenna. (See section 3.2.1.) 
By driving the middle (rotary) section of the phasechanger with a syn­
chronous motor to rotate at 75 revolutions per second, the output frequency 
was shifted 150 hertz (Hz) from the input frequency. Thus, when the 
outputs of the two paths were combined at a crystal detector, a difference 
frequency of 150 Hz was generated, and this was passed through a high­
gain audio amplifier with a 30-Hz passband. Even though the signal os­
cillator might wander in frequency, the output was always 150 Hz and 
had a good signal-to-noise ratio, providing about 100 dB of loss measuring 
range. For several years this measuring set was the mainstay for laboratory 
measurements until improved 50-GHz oscillators became available. 

4.1.2 Dielectric Waveguides 

Another problem during the early work with millimeter waveguides 
was the need for flexible patch cords for connections to movable devices. 
Some 15 years earlier, Southworth had demonstrated propagation in 
dielectric waveguides, but these were so thick and stiff that they were 
unattractive as flexible links. However, during the 1940s, considerable 
progress had been made by chemists in producing low-loss polymers, 
notably polystyrene and polyethylene, and both of these materials proved 
to be useful for dielectric waveguides. By extruding them through hot dies, 
round rods about 4 millimeters (mm) in diameter and 100-m long could 
be made. And with these slender dimensions they could be easily flexed 
in bends of about 30-cm radius with low transmission loss. Transitions 
from metal to dielectric waveguide were made by tapering and shaping 
the end of a dielectric rod so it could slip snugly inside the metal tube. 
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In addition, a small conical horn, about 2.5 cm in diameter and 2.5 cm 
long, placed on the end of the metal guide decreased stray radiation and 
gave a good impedance match. However, it was found that ·with a dominant 
TE wave launched on a round rod, the wave soon became depolarized 
by any bends or irregularities in cross section. The problem was easily 
avoided by drawing the rods through dies of rectangular or elliptical cross 
section, guaranteeing that the phase velocities for the two principal po­
larizations were sufficiently different to minimize power transfer from one 
polarization to the other. Such dielectric patch cords provEid very popular 
in millimeter-wave measuring equipment. 

The dielectric rods. did not have sharp cut-off frequencies, and the wave 
energy propagated along the rods, partly inside and partly in the space 
immediately outside. It was therefore necessary to maintain a dear region 
of several centimeters around a rod to avoid scattering energy and causing 
attenuation. As an interesting by-product of this behavior, it was found 
that shrinking the cross section of a rod caused more of the wave energy 
to be carried outside and less inside. And since the major loss was due to 
the dielectric, this served to reduce the attenuation. 

A number of experiments were carried out on 100-m lengths of dielectric 
waveguide suspended by looped threads at frequent intervals. It was found 
that attenuations considerably lower than that of the rectangular silver 
waveguide used for local plumbing were easily obtained. However, the 
lower the loss in the rod, the weaker was its control of the wave, and to 
avoid radiation loss at a bend, the bends had to be very gradual. This, 
together with the inconvenience of having to suspend a rod in a clear 
region, discouraged thoughts about low-loss dielectric rods as long-distance 
waveguides. At that time, the idea of cladding dielectric waveguides, as 
became common practice with optical fibers, had not been born. Even if 
it had been, a cladding would probably have resulted in a rod with a 
diameter of about one inch, which would hav,e made it too bulky and stiff 
to be practical. On the othe:r hand, the presence of the external field turned 
out to be a great convenience in making directional couplers. 

4.1.3 Directional Couplers 

For a number of years, directional couplers had been in common use 
for measuring reflections in metal waveguides, sampling power flowing 
in both directions, and combining signals from two sources. The simplest 
versions employed two sections of rectangular metal waveguide placed 
together in parallel so as to share a common wall. [Fig. 6-10] Two small 
openings were placEid in the common wall a quarter wavelength apart in 
the direction of propagation. The leakage components from the first guide 
into the second guide via the two holes add in the forward direction and 
cancel in the backward direction, but only at the correct wavelength. 
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Fig. 6-10. A simple form of directional coupler. 
Two openings, a and b, placed a quarter wave­
length apart, allow transmission in the forward 
direction and cancellation in the backward di­
rection. (Southworth, Principles and Applications 
of Waveguide Transmission (1950): 346.] 
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However, by using a series of holes properly spaced and with the proper 
openings, much broader operating bandwidths could be obtained. 17 Still 
later designs used continuous coupling from a long slot in the common 
wall parallel with the axis of the waveguides, and the slot was usually 
provided with a fine wire grid to reduce the leakage per unit length to a 
suitable low level. Miller studied this weak continuous coupling case and 
developed an analysis that predicted the necessary conditions (length and 
coupling strength) for any desired power division between the two wave­
guides.18 

With this work as an inspiration, Fox experimented with wave coupling 
between two parallel dielectric waveguides. By flexing one rod in a gentle 
arc and moving it toward the second rod until the center of the arc pen­
etrated the zone of external field of the other rod, very good power transfers 
could be obtained. 19 Supporting the rods in low-density Styrofoam* pro­
vided a permanent directional coupler with any desired power division. 

4.2 The Circular Electric Wave in a Long-Distance Transmission System 

4.2.1 The TEu-to-TE01 Mode Converter 

One of the essential components developed at an early stage was a 
TEu-to-TE01 converter that could accept millimeter waves from the dom­
inant-mode rectangular guide used for local RF plumbing and convert 
them into circular electric waves in a circular-metal waveguide with an 
inside diameter of 1 cm. The converter was fabricated starting with the 

• Trademark of Dow Chemical Co. 
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internal cross section of the 1/2-cm-wide rectangular guide. One narrow 
wall was slowly tapered to zero height, while the opposite wall was ex­
panded in a circular arc that closed on itself to form the 1-cm-diameter 
circular waveguide at the opposite end. The total length of the taper was 
about 15 cm. Since it is impossible to drill such a complex hole, some 
clever tricks had to be ust~d in constructing the device. These involved 
machining multipart steel mandrels, electroforrning copper walls around 
them to form two lengthwise-split half-sections, removing the mandrels, 
and brazing the halves together in accurate alignment. 

Another required component was a taper from the 1-cm round wave­
guide up to the 5-crn round waveguide that had been chosen for the final 
transmission medium. Firs1t attempts made use of linear tapers that, how­
ever, had to be made excessively long to keep conversion to unwanted 
modes suitably low., 

H. G. Unger developed a theoretical analysis that showed that by using 
a unique nonlinear taper, the required performance could be obtained 
with sections only about a meter in length. Such tapers had their greatest 
rate of expansion near the small diameter end, after which the rate fell 
slowly over the remaining major portion of the length. 20 

4. 2. 2 Mode Filters 

While the mode converter and taper put most of the power into the 
desired wave, some unwanted modes were generated by the imperfections 
of the guide, and these required elimination using mode filters. A number 
of filter designs were tried, all based on the fact that only the circular 
electric modes have electric fields that form closed circular loops in the 
transverse plane, and therefore produce no longitudinal wall currents. All 
other modes, both TE and TM, have longitudinal wall currents. Conse­
quently, if the walls of a circular waveguide are corrugated or cut transverse 
to its axis, this will not interfere with transverse wall currents induced by 
circular electric waves, but it will interfere with the longitudinal wall currents 
of all other waves. Experimental guides with alternating brass and poly­
styrene washers we1re effective in discriminating against unwanted modes. 
However, loss was incurred by power radiating between the conducting 
washers to the exterior of the guide, making the behavior sensitive to 
nearby objects. This was subsequently avoided by using spaced metal 
washers bound together by a graphite-loaded plastic sheath that not only 
provided rigidity but effectively absorbed the leakage radiation. These 
proved very useful in the experimental program. 

The best design of all, however, came sometime later with the invention 
of the "helix guide.''' For this, fine enameled copper wire was continuously 
wound close-spaced on a 5.1-cm-diameter steel cylinder,, one layer deep. 
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Outside of this was a layer of conductively loaded plastic. And this assembly 
was inserted in a heavy-walled steel tube that provided the protective 
armor and straight alignment for the helix. Finally the steel mandrel was 
removed. The enamel on the wire provided the separations between ad­
jacent turns needed for the radiation of unwanted mode power. The small 
diameter of the wire was advantageous because it permitted a tum spacing 
that was small compared to a wavelength, which was helpful in avoiding 
resonance effects. Three-meter lengths or six-meter lengths of this helix 
guide became the preferred form of mode filter for the TE01 transmission 
system.21 

4.2.3 Bends in Waveguide for TE01 Transmission 

From the start, bends were a problem. A pure TE01 wave entering a 
gently curved bend immediately began coupling to unwanted modes. The 
total power lost to other modes depended in a complex way on ~he length 
of bend and on the radius of curvature. From the start of the bend, loss 
increased with total angle traversed, but beyond a certain point the losses 
could actually decrease. This was because the TE01 and TM11 modes in 
straight guide have the same phase velocity. A bend causes continuous 
coupling between them, and as a result the waveguide acts like a directional 
coupler with the radius determining the coupling strength. Consequently, 
power is converted from the TE01 mode continuously until all of the power 
is in the TM11 mode. Beyond this point, conversion takes place back into 
the TE01 mode. The remedy for this was to avoid the velocity degeneracy 
of the two modes. By placing a thin dielectric lining on the inside wall of 
the waveguide, the TM11 wave was slowed down while the TE01 wave 
was hardly affected. This proved to be the best solution for the bend 
problem.22 

4.2.4 Cross-Section Circularity and Straightness of Waveguide 

Even in nominally straight sections of waveguide, it was found that 
there was a slow build-up of unwanted mode power with distance. This 
was eventually traced by H. E. Rowe and W. D. Warters to small deviations 
from circularity of cross section, to small deviations in straightness, and 
sometimes to blemishes on the inside surface of the copper tube.23 Such 
random defects produced no reflections but coupled power from the TE01 

mode into other modes traveling only in the forward direction. Through 
improvement in manufacturing techniques, these defects were essentially 
eliminated. Straightness defects, while greatly reduced, remained the prin­
cipal cause of residual mode conversion. These not only caused power to 
be coupled out of the TE01 mode, but also could cause reconversion from 
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other modes back into the TE01 mode. And depending on the spacing of 
these defects, reconverted fields could distort the original signal. The an­
tidote was to absorb the unwanted modes either by using a continuous 
helix guide or by inserting sections of helix guide. 24 

4.2.5 Measurement Techniques in TE01 Propagation 

To carry out the search for the causes of loss and mode conversion, 
sophisticated measurement techniques had to be developed. One of these, 
called the shuttle-pulse technique, was first used by A. C. Beck in the late 
1940s. Using a high-power pulsed magnetron at 9 GHz, he injected a 0.1-
microsecond pulse through a small iris at the end of a 150-m length of 
waveguide with a 12.7-cm diameter. This pulse traveled to the far end 
where it was reflected by a metallic plate and continued to bounce back 
and forth between the iris and the end reflector as it died away. By extracting 
a small sample through the iris, the pulse was monitored by a receiver at 
every transit. From the observed rate of decay over a number of transits 
representing a travel distance up to 65 kilometers (km), the attenuation 
per kilometer could be deduced. In addition,. one could observe that the 
initial pulse energy was distributed among a number of high-order modes 
traveling with different velocities. Among these, one mode was found to 
have the lowest attenuation of between 1.6 and 2.0 dB /km. Only the TE01 

mode, whose theoretical attenuation was 1.2 dB/km, could explain the 
observation. And this represented the long·-sought confirmation of the 
unusual low-loss propertiies of the TE01 mode. These and related results 
were reported in 1953 by Miller and Beck,25 and in 1954 by Miller.26 Later, 
the shuttle-pulse technique was used with short pulses injected in only 
the TE01 mode. With successive transits, it could be observed that the 
pulses broadened due to conversion into higher-order modes whose pulses 
traveled at different velocities and sometimes separated from the original 
TE01 pulse. This gave valuable information on bandwidth and information 
capacity of the waveguide. 

Because shuttle-pulse tests used only a small fraction of the initial pulse 
energy, they requh-ed high-power oscillators. A more sensitive technique 
was devised by J. A. Young and D. Marcuse, 27 which used a section of 
waveguide to be tested as part of a resonator. By observing the sharpness 
of resonance over a range of frequencies and also as a function of position 
of the end reflecto:rs, the position of defects in the waveguide could be 
determined and their coupling to higher-order modes estimated. 

4. 2. 6 System Consideration in TE01 Transmission 

With the propertiles of the all-important transmission medium understood 
and under good control, attention shifted to more system-oriented problems 
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that would require solution. New forms of branching filters for frequency 
multiplexing were devised, and some attention was given to repeater de­
signs.28 In the mid-1960s, the TE01-waveguide-system activity was trans­
ferred to an experimental development organization charged with refine­
ment, manufacture, and installation of a system of considerable length 
that could be used in a field trial for final evaluation of its practicality. 

This evaluation was completed in 1975, and the verdict was that the 
TE01 system was a success. It had the predicted low losses, only 5 percent 
above Schelkunoff'stheoretical heat loss based on de conductivity of copper. 
And it could handle ultrabroadbands of information (from 38 to 120 GHz). 
But like a jumbo jet airplane, it was efficient only if heavily loaded. More­
over, the technological competitor on the horizon at that moment was the 
optical fiber, which could be economical on low-traffic routes and easily 
augmented to handle the full range of communications needs in a more 
flexible and cost-efficient way. 
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Chapter 7 

Lightwave Communications 

The use of light in communications received its greatest impetus from two 
fundamental technological developments: the invention of the laser in the late 
1950s and the attainment of ultralow-loss glass in fibers suitable for optical 
waveguides in the late 1960s. Soon after the laser became a reality, Bell Labs 
scientists conducted studies on lightwave coherence, with particular emphasis 
on heterostructure ultrashort-pulse lasers. In the mid-1960s, glass lenses and 
gas lenses were proposed for guided optical transmission, but interest soon 
shifted to the study of lightwave propagation properties of glass fibers. Con­
tributions were made to lightwave modulation techniques, photodiodes, and 
lightwave repeaters. Research on integrated optics, dealing with miniature 
forms of laser beam circuitry, fabricated by lithographic techniques on planar 
surfaces, received special attention. The guiding of laser beams around waveguide 
bends and the making of needed connections between various optical components 
were investigated. This included the invention of the prism coupler for coupling 
between a free-space laser beam and any mode of dielectric waveguide as well 
as studies of the techniques of coupling light from one waveguide to another. 

I. INTRODUCTION 

The idea of using light for communication dates back at least as far as 
the invention of smoke signals. However, the small bandwidth of smoke 
signals restricted their application to societies having very little information 
to transmit. In 1880, a few years after inventing the telephone, Alexander 
Graham Bell invented the photophone. This device employed a mirrored 
diaphragm to convert acoustic waves directly into a modulated beam of 
light. At the receiving end, a selenium photocell, connected to a telephone 
headset, served to reconvert the light into acoustic waves. While Bell was 
able to demonstrate speech transmission over distances of several hundred 
feet, his idea never attained practical importance because the only trans­
mission medium then available was open air, which is notoriously in­
hospitable to lightwaves. 

Principal authors: A. G. Fox and I. P. Kaminow. 
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From the early days of Bell Laboratories, light and vision were studied 
in connection with sound movies and the transmission of television pictures 
over electrical cab]es. However, the use of light itself to transmit wide 
bands of information over long distances seems not to have been seriously 
considered until R V. L. Hartley wrote an unpublished memorandum in 
1945 in which he examined in detail the possibilities for guiding beams 
of light through transparent rods, internally reflecting pipes, and sequences 
of lenses. He conduded that transparent rods had too much loss, that 
pipes were too intolerant of bends, and that the near-field diffraction of 
lenses was too poorly understood to predict their behavior. Somewhat 
later, in a memorandum dated March 1951, W. A. Tyrrell pointed out the 
advantages of using optical frequencies over microwave frequencies (for 
example, providing more highly directional beams from much smaller 
antennas), but he noted the lack of coherent radiation sources at optical 
frequencies (see section II below). These would be needed to realize the 
high directivity possible with the shorter wavelength. He emphasized that 
coherent optical sources would open up an entirely new approach to optics. 
Thus, while the idea of using light for communications had been around 
for a long while, it was the lack of coherent sources, low-1oss transmission 
media, and related supporting technologies that had prevented practical 
applications. 

The proposal by A. L. Schawlow and C.H. Townes for an optical maser 
in 1958 and the experimental demonstration of several such devices in 
the early 1960s (see Chapter 5 in the Physical Sciences (1925-1980) volume 
of this series) had a tremendous impact on the field of optics and stimulated 
new efforts to develop lower-loss transmission media and supporting device 
technology. Within 15 yiears of the demonstration of the first laser in 
1960, optical 11Vav,1~guides in the form of glass fibers having losses of a 
few decibels per kilometer (dB/km)-and subsequently a fraction of a dB/ 
km-had become available (see Chapter 13 in the volume, Physical Sciences 
(1925-1980)), a rather complete understanding of the modes of these fibers 
and their effect on l:he dispersion of short light pulses had been developed, 
and the devices were at hand for assembling sophisticated, ultra-wideband 
optical communica1tions links. This required the efforts of many people of 
many disciplines, and in all areas, Bell Labs scientists were in the forefront 
of contributors. 

II. RAlDIA TION SOURCES AND COHERENCE 

For a better understanding of the advantages of coherent light for com­
munications, we should consider briefly the disadvantages of incoherent 
sources-the only kind we had before the laser was invented. When such 
sources are raised to a sufficiently high temperature by electrical or thermal 
energy, their atoms emit short bursts of light randomly in time and in 
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random directions. Moreover, there is no correlation between the emissions 
of the many atoms taking part. This results in two important disadvantages. 
First, the directional incoherence means that there is no way to form the 
emitted power into a highly directional beam other than by passing the 
light through a series of apertures that block the light going in unwanted 
directions. Thus, most of the light is wasted. Second, the temporal inco­
herence means that the radiated power is spread over a broad frequency 
spectrum and that power received at a detector fluctuates rapidly. 
Thus, any useful signal modulation must compete with a high intrinsic 
noise level. 

In contrast, the coherent sources used at radio and microwave frequencies 
emit an essentially continuous sine wave with negligible amplitude and 
phase fluctuation. When a useful signal is modulated on this carrier, it is 
not polluted by fluctuation noise, and the signal-to-noise ratio of the emitted 
power can be orders of magnitude greater than for an incoherent source. 
Also, the emitted waves are spatially highly ordered and can be focused 
into beams of extremely high directivity without wasting most of 
the power. 

Two classes of light sources, having different degrees of coherence, have 
been considered for optical communications: lasers and light-emitting 
diodes (LEDs). The term coherence describes the degree of correlation 
between the light field sampled at two different points in space or in time. 
Spatial coherence indicates how far apart two points may be spaced while 
still allowing the light, sampled at these points, to interfere. Temporal 
coherence can be described similarly with time replacing the spatial co­
ordinate. However, temporal coherence is also related to the spectral width 
of the light source. A perfectly (temporally) coherent source has vanishing 
spectral width. An imperfectly coherent source is associated with a finite 
spectral width. 

The heterostructure semiconductor injection lasers typically used in op­
tical communications systems are not as coherent as gas lasers, but their 
degree of coherence is much higher than that of the LEDs. Lasers can be 
used as sources for any type of fiber system, single mode or multi.mode 
(see section 3.2.2), while the use of LEDs is limited to multimode fiber 
systems. This difference is caused by the fact that the (spatially) more 
highly coherent light of lasers can be focused to a smaller spot with a 
small angular spread and thus can be launched more effectively into the 
small core of a single-mode fiber. Laser light can, of course, also be injected 
into multi.mode fibers. However, lasers tend to be more complicated than 
LEDs and require more careful control of their drive currents and tem­
peratures. For these reasons and because multimode fibers are also easier 
to splice, LEDs coupled to multi.mode fibers may be preferable for some 
communications systems. 
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2.1 Modes of Oscillation in a Laser Resonator Structure 

In their classic paper, Schawlow and Townes predicted in 1958 that 
the spectral width of a laser oscillator could compare favorably with the 
best microwave generators. 1 Although a laser amplifier would have a very 
high noise temperature, the achievable amplifier noise figure (defined as 
the signal-to-noise ratio at the amplifier input divided by the signal-to­
noise ratio at its output) could be as low as or lower than that of the best 
microwave amplifier. For a resonator containing the gain medium, they 
proposed a pair of plane-parallel mirrors that could be many wavelengths 
in size and still provide essentially monochromatic output in the form of 
plane waves, many wavelengths across. Therefore, the output would appear 
as a sharply directional beam. Only power emitted along the axis normal 
to the mirrors would be trapped between them and would serve to stimulate 
other atoms to emit coherently into the lowest-order mode of the resonator. 
Alternatively, this can be taken to mean that the wave bouncing back and 
forth between the mirrors passes through the gain medium many times 
and is therefore amplified to high intensity, while waves directed even at 
small angles with respect to the mirror axis leave the resonator without 

Fig. 7-1. A. G. Fox (left) and T. Li, who were the first to establish the existence of laser 
resonator modes by performing calculations on a digital computer and by confirming the 
theoretical prediction experimentally with a helium-neon laser. 
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further amplification, and therefore are very weak. Schawlow's and 
Townes's resonator design has been adopted in almost all lasers. 

In 1960, as interest began to build up among Bell Labs researchers who 
were striving to make an operational laser along the lines envisioned, it 
became clear that the most likely candidates for the gain medium of a 
laser were unlikely to provide more than a fraction of a dB of amplification 
per pass between mirrors. Consequently, it was important to keep the 
resonator loss as low as possible if there was to be a reasonable hope of 
attaining net gain. Good data were available on the reflection loss of high­
quality mirrors, but it was not known what to expect for the diffraction 
loss due to spill-over around the output mirror or aperture. This would 
depend upon the exact electromagnetic-field distribution over the mirrors 
for the expected mode of oscillation, and that too was not known. Some 
rough estimates were disturbingly high. However, there were grounds for 
doubt, at least in the minds of A. G. Fox and T. Li [Fig. 7-1], about the 
reasonableness of the assumptions underlying the estimates. To throw 
further light on the problem they decided to use a computer to simulate 
what would happen to a wave bouncing back and forth between mirrors. 2•

3 

Although a strictly analytical solution was not possible for their plane­
parallel-mirror configuration, they were able to obtain computer results 
leading to predictions, which they confirmed experimentally with a helium­
neon laser, that the losses would be much smaller than the original estimates 
indicated. Their results are discussed in some detail in Chapter 5, section 
2.2, of the Physical Sciences (1925-1980) volume of this series. 

2.2 Quantum Nature of Light and a Beam's Information-Carrying Capacity 

Another important theoretical question was raised as to whether the 
quantum nature of light would seriously limit the information-carrying 
capacity of a beam. In the early 1960s, J. P. Gordon studied this matter 
and demonstrated that, in the range of fairly large signal-to-noise ratios, 
C. E. Shannon's formula for the capacity of a communication channel (see 
Chapter 1, section 8.2 in this volume) was still valid, with quantum noise 
replacing thermal noise. 4

•
5 This result offered further encouragement that 

wideband lightwave communications could become practicable. 

2.3 Lasers for Optical Communications-The Heterostructure Laser 

During the early 1960s, an extensive research and development program 
devoted to lasers was mounted at Bell Labs and elsewhere. While a wide 
variety of media (crystals, gases, and semiconductors) provide laser action, 
it is the heterostructure laser invented by I. Hayashi and M. B. Panish 
that is of primary interest for communications, because of its small size, 
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iow voltage, and high efficiency.6 For a detailed discussion of the evolution 
of the gallium alumilnum arsenide heterostructure laser and its performance 
characteristics, see Chapter 5, section 3.1 in the Physical Sciences (1925-
1980) volume of this series. 

2.3.1 The Nd:YAG Laser 

The neodymium-doped yttrium aluminum garnet (Nd:YAG) laser, in­
vented by J. E. Geusic and L. G. Van Uitert, is another potential source 
for lightwave communications systems.7 It can be made to operate at either 
1.06 or 1.31 micrometers (µm), where fiber lightguides have particularly 
low losses, and its narrow spectral width is important for use in very­
high-capacity systems. Moreover, by coincidence, it has a strong pumping 
band in the 0.8-µm region, where (Ga,Al)As and Ga(As,P) LEDs have 
emission peaks (seie Chapter 5, section 4.1 of the Physical Sciences (1925-
1980) volume of this series). In 1969, F. 0. Ostermayer at Bell Labs, col­
laborating with res,earchers at Texas Instruments Company, succeeded in 
using a Nd:YAG laser that was side-pumped with an array of LEDs. 
However, this laser was only barely operable at room temperature because 
the light from the LEDs, entering the YAG rod from the side, is strongly 
absorbed near the surface and consequently provides less energy along 
the rod axis where it is needed to pump the laser beam. 

J. Stone, C. A. Burrus, and their coworkers overcame this problem in 
1974 with the use of single-crystal fibers of Nd:YAG only 50 to 75 µmin 
diameter, obtained by pulling a seed crystal from the melt. These produced 
a laser appropriate in size for coupling to glass transmission fibers. Fur­
thermore, they inj,ected the pumping light through an end face of the 
crystal fiber where it would be most effective in interacting with the laser 
beam. In this way,, they were able to obtain continuous laser output at 
room temperature, at both 1.06 µm and 1.3 µm (using a single LED of 
their own construction), with low enough pumping power to be attractive 
for communication applic.ations.8'

9 [Fig. 7-2] However, unlike an injection 
laser, which can bEi turned on and off rapidly by modulating the injection 
current, the YAG laser requires an external modulator. This, and the fact 
that subsequently developed heterostructure injection lasers can operate 
in the same infran:d range, made the injection laser the preferred choice 
for communications by optical fibers. 

2.3.2 Ultrashort-Pulse Las1~r 

To test lightguide components, it is desirable to have lasers that produce 
very short pulses (but not necessarily at high repetition rates). In 1980, 
Stone, Burrus, andl J. C. Campbell designed a laser to meet this need. 10 

Thin GaAs films were epoxied between suitable dielectric mirrors aligned 
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Fig. 7-2. Experimental LED­
pumped Nd:YAG single-crystal fiber 
laser. The laser is composed of an 
Nd:YAG fiber grown at 75-µm di­
ameter with heat from a CO2 laser, 
a glass support tube, a 150-µm 
square output mirror, which is visible 
at the end of the fiber, and a similar 
input mirror in the well of the Bur­
rus-LED pump. The LED operated 
near the 0.8-µm wavelength, and the 
1.03-µm output of the laser was 
about a 1-milliwatt continuous wave. 
[Stone and Burrus, Fiber Integrated 
Opt. 2 (1979): 36.) 
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to form a cavity only a few micrometers long, with the semiconductor 
film serving as the active laser medium. When optically pumped in a small 
region by the focused beam of a suitable dye laser, laser action is initiated 
and short pulses at wavelengths characteristic of the GaAs film are emitted. 
These pulses, only a few picoseconds in length and of significant power 
output, can be used to test the time response of components, such as 
photodetectors and transmission lines. The technique was later extended 
to use very thin semiconductor films of various compositions grown by 
liquid-phase epitaxy, so that 1 to 10 picosecond (psec) pulses at many 
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wavelengths between about 0.75 and 1.6 µm could be generated with 
relative ease from films in the Ga-ln-As-P system. 

2.4 Light-Emitting Diodes for Optical Communications 

Although the early forms of the LED, which operate in the visible region 
of the electromagnetic spectrum, have had important applications, they 
are not very useful for single-fiber optical transmission lines. Both the 
Ga(As,P) LED, invented by R. A. Reuhrwein 11 of the Monsanto Company 
(and used in displays), and Bell Labs GaP LED12 (used in telecommuni­
cations equipment) have large emitting areas (not well matched to optical 
fiber cross sections) and have to operate at low input power to avoid 
overheating. 

In 1968, Burrus designed a small-area, high-radiance LED specifically 
for use as a source compatible with the glass fiber lightguide. 13 [Fig. 7-3] 
This LED, which has commonly been referred to as the Burrus diode, 
emits light from a small active spot approximately the size of the fiber 
(about 15- to 100-µm diameter). It is configured to have the light-emitting 
area at the bottom of a well etched in the diode chip so that the fiber can 
be attached very dose to the emitting area. Collection of light by the fiber 
is therefore more complete than from the earlier large-area devices, and 
the heat-transfer is also better, so that high current densities-several 
thousands of amperes per square centimeter-and high radiance are 
possible. With this diode, useful power can easily be coupled into a 
single fiber. 

A somewhat different LED, having properties between those of a sur­
face-emitting LED and a laser, is known as a superluminescent LED (SLED). 
Such a diode was first fabricated as a double-heterostructure device and 
studied in 1972 and 1973 for possible usefulness in lightwave commu­
nications by T. P. Lee, Burrus, and B. I. Miller. 14 In structure it is a double­
heterostructure laser in which lasing action is suppressed by lowering the 
Q of the cavity, as, for example, by introduction of added cavity loss. The 
resulting diode has moderate optical gain with somewhat narrower spectral 
bandwidth and somewhat narrower output beam width than exhibited 
by a simple LED. Both of these properties are advantageous in the coupling 
and transmission of optical signals in fiber lightguides. Originally, the 
SLED appeared destined to remain a pulsed device due to the high current 
density then required in its operation. Later, however, advances in the 
technology permitted its fabrication as a continuous wave device, and it 
was advocated as an alternative to the LED. 

The original Burrus LED was a gallium arsenide homostructure diode­
i.e., a simple p-n junction without reflective layers. However, in 1970, 
soon after the demonstration by Hayashi and Panish of the importance 
of using heterostructures for lasers (see section 2.3 above and Chapter 5, 
section 3.1 in the Physical Sciences (1925-1980) volume of this series), where 
such configuration provides for confinement of both the light and the 
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Fig. 7-3. Early version of the first LED designed by C. A. Burrus (about 1969) for use 
with optical fibers. Light emission was from a small region, defined by the electrical 
contact, which was approximately equal to the area of a fiber core. Later versions were 
more complicated double-heterostructure designs with several grown layers replacing the 
simple p-n junction. [Burrus and Dawson, Appl. Phys. Lett. 17 (1970): 97.) 

injected electrons to the active region, Burrus adopted this idea for LEDs. 
In the LED, however, the optical confinement is of little importance, but 
the confinement of the electrons leads to conversion of an increased fraction 
of the injected current into photons, and thus to increased optical output. 
It was observed in practice that the grown-junction double-heterostructure 
gallium aluminum arsenide LEDs had as much as six-times-greater power 
efficiency than the simple diffused gallium arsenide p-n junction LED. As 
expected, power output at the highest modulation rate is reduced com­
pared to operation at lower rates. By the late 1970s, Burrus diodes were 
being made by several domestic and foreign firms in both homo- and 
heterostructure versions. They have been modulated at rates up to nearly 
300 megabits per second (Mb/sec). Like the injection laser, the LED can 
be modulated directly by varying the injection current; no external mod­
ulator is required. 
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Compared with 1the het,erostructure laser, the LED is simpler to make 
and thus is less expensive. However, the LED radiates with much greater 
spectral width: about 300 angstroms (A) compared with 20 A for a gallium 
arsenide laser. The LED also radiates light over wider angles than the laser 
and, largely for this reason, it cannot couple as much power into a fiber 
lightguide as a lasell'. Certain types of LEDs were shown to be extremely 
reliable; extrapolated operating lifetimes on the order of 109 hours were 
achieved. GaAs LEDs proved to be particularly useful in relatively low­
data-rate applications over relatively short distances, such as within build­
ings, ships, aircraft, and c:entral offices. The longer wavelength hetero­
structure LEDs, operating in a region where fiber transmission loss is low, 
promised to be useful at much higher modulation rates and greater dis­
tances. 

III. LIGHTW A VE TlllANSMISSION 

Even clear atmosphere has thermal gradients that distort light in various 
ways. More important, however, is the absorption due to precipitation of 
water as fog, rain, or snow. Bell Labs scientists studied these effects ex­
tensively and showed that the idea of long-distance transmission through 
the atmosphere at wavelengths in the visible or near infrared region is 
not feasible when reliablE: transmission is needed (see also Chapter 5, 
section 3.1 of this volume). 

3.1 Glass Lenses and Gas L1mses in Guided Optical Transmission 

In 1965, 0. E. De Lange designed an experiment that consisted of bounc­
ing a laser beam back and forth between two curved mirrors housed in 
an above-ground al.uminum pipe 100-meters (m) long.15 The object was 
to avoid the vagaries of the weather and to simulate guided transmission 
of light over long distance. Although the losses were low enough to be 
acceptable, the presence of temperature gradients strongly distorted the 
'aser beam. To eliminate such distortions and the consequent beam spread­
ing, D. Gloge used a sequence of glass lenses located 120 m apart in an 
iron pipe 800-m long buried 1.5-m deep in the ground. 16 He demonstrated 
the feasibility of transmission of light over long distance, with a power 
loss of only 3 dB in 20 km. 

A logical extension of the sequence of glass-lenses concept was the 
sequence of gas lenses invEinted and investigated experimentally and theo­
retically in the mid .. l 960s by Bell Labs scientists.17 Each lens consisted of 
a heated metallic hi.be inside of which cool gas circulated. The cooler gas 
in the center had a higher index of refraction than the hotter gas at the 
periphery. Such a focusing medium offered the possibility of more nearly 
continuous guidance of the beam without subjecting it to the reflection 
and scattering losses of solid lenses. 

The expensive installations needed by the sequences of glass or gas 
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lenses made these transmission media economically attractive only for 
very wideband (perhaps a million voice circuits or equivalent bandwidths 
of video or data) communication systems. In the meantime, it became 
clear that the dielectric waveguides, particularly the low-loss optical fibers, 
would be cheaper and simpler to make, would have smaller cross sections, 
and would permit the fabrication of multifiber cables capable of practically 
satisfying any foreseeable bandwidth need. 

3.2 Glass Fibers for Guided Optical Transmission 

John Tyndall, the famous British physicist, demonstrated the basic prin­
ciple of the dielectric waveguide in 1870 by showing that light moving 
through a medium with a higher index of refraction and striking an interface 
with a lower index of refraction at a sufficiently small glancing angle is 
totally reflected as though the interface were a perfect mirror. By the 1950s, 
the light pipe principle was being applied in medical instrumentation using 
glass-fiber bundles. By that time, methods had been developed for making 
what became known as a clad fiber-a core of glass of one refractive index 
surrounded by a glass cladding of lower index to isolate the core from its 
environment. However, the losses in these fibers were so high that their 
use was restricted to transmission over a few meters at most. 

Reasonable estimates in the 1960s suggested that for an economically 
viable long-haul lightwave communications system, losses as low as 20 
dB /km ( one percent of the input power arriving at the end of one kilometer) 
would be needed. In those days the best optical glasses had losses of about 
1000 dB/km, which were caused by impurities present even in the best 
available raw materials and in the crucibles used to melt them. 

Early evidence that silica could indeed be made with optical loss suf­
ficiently low for a communications system was advanced in 1966 by 
K. C. Kao and colleagues at the Standard Telecommunications Laboratories 
in England. In fact, they measured commercially available bulk silica with 
losses as low as a few dB/km. 18 During the period between 1965 and 
1970, research aimed at obtaining lower-loss fibers began in Japan, in 
England, and in the United States at Bell Laboratories and at Coming 
Glass Works. Kao and G. A. Hockham had speculated that glass fibers 
with losses as low as 20 dB/km should be achievable, 19 and materials 
experts agreed that the possibility justified an exploration. For a detailed 
discussion of the research activities and achievements of Bell Labs scientists 
in low-loss fiber glass see Chapter 13, section 2.1.1 in the Physical Sciences 
(1925-1980) volume. 

3. 2.1 Fiber Structures 

A number of different fiber structures have been made and studied over 
the years. The simplest is a solid dielectric fiber of a single material, with 
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air being the surrounding medium or cladding. This structure is unsatis­
factory, however, because the optical field extends beyond the surface of 
the core and can be disturbed by proximity to material objects with resulting 
loss of power. 

The simplest practical fiber has a core of one glass and cladding of 
another with a lower refractive index. As indicated earlier, this structure, 
the step-index type, has long been known. A variation on the step-index 
fiber was the liquid-core design, first proposed by A. A. Ashkin and E. P. 
Ippen 20 in 1970 and reduced to practice in 1972 by Stone. 21 The fiber 
consisted of a slendelt' glass tube filled with tetrachloroethylene, and for 
a time it exhibited lower losses than all-glass fibers. 

Another novel fiber structure was the single-material fiber, invented in 
1973 by S. E. Miller.22

•
23 In this structure the glass core was supported 

along the axis of an air-filled glass tube by a thin glass septum extending 
across the tube. The air in the tube thus served as the cladding, and the 
septum was made thin enough to minimize the power leak from the core. 
Using such fibers, P. Kaiser achieved optical transmission with power loss 
as low as 3 dB/km at 1.1 µm. 24 Like the liquid-core fiber, the single­
material structure became less interesting because of spectacular progress 
in reducing the lossEis of solid-glass types that permit parabolic radial 
variation of the index of refraction. 

3.2.2 Single-Mode and Multimode Propagation 

Optical fibers may be classified as either single-mode or multimode 
according to whethell' they transmit light in one or many characteristic 
waves. The single-mode fiber has a very small core and a small difference 
between the indices of refraction of core and cladding. 25 As a result, the 
electromagnetic fields extend into the cladding for a considerable distance 
from the core; and, to keep them from reaching the outer surface of the 
cladding, it is necessary to make the cladding very thick relative to the 
core. Typically, the core might be 10 µm in diameter, with an overall 
fiber diameter of 100 to 150 µm. By 1975, excellent single-mode fibers 
were made with a boirosilicate cladding and a borosilicate core of slightly 
different composition. Fibers with such small cores are difficult to splice. 
However, single-mod,e fibers are essential in systems where the enormous 
theoretical capacity olf lightwave communications is to be realized. 

Multimode fibers, in contrast, employ large--diameter cores and a rel­
atively large difference between the indices of refraction of core and clad­
ding. Many modes oif propagation are permitted and, except for those 
close to cutoff, their fields extend only a short distance into the cladding. 
Thus the cladding can be made quite thin; typical dimensions for multimode 
fibers are 60 µm for the core· diameter and 100 to 150 µm for the outside 
diameter. The outside diameters are thus about the same for the multimode 
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as for the single-mode fibers. Although multimode fibers do not have the 
enormous capacity of the single-mode fibers, they can nevertheless be 
made with a bit-rate-distance product of 1 gigabit per kilometer, which 
is clearly large compared with a coaxial system. 

Initially, multimode fibers appeared to have limited usefulness for com­
munications applications because velocity differences among the various 
modes can distort the information traveling down the fiber. Usually, the 
information is in the form of pulses. The energy in each input pulse is 
distributed among many modes, and the modal velocity differences cause 
the pulse to spread out in time as it propagates. An extensive research 
program was launched at Bell Labs to increase the understanding of light 
propagation in these fibers and possibly to alleviate the intermodal-dis­
persion problem. In 1971, Gloge started with a simplified theory of light 
propagation in fibers with a uniform core refractive index. 26 [Fig. 7-4] 
S. D. Personick showed that intermodal dispersion could be reduced by 
introducing slowly varying perturbations along the fiber that continuously 
redistribute energy among the various modes and effectively average their 
velocities.27 However, these perturbations involve a small loss penalty, 

,.,..., 
• ; 

f fl Ii$, F 

(a) (b) 

Fig. 7-4. The refractive-index profile of an optical fiber. This profile was first measured by 
interference microscopy on wafer-thin, cut and polished fiber samples. (a) The displacement 
of a fringe is proportional to the refractive-index value at the measured point. (b) The fiber 
sample is shown by ordinary microscopy. The core (about 50 µm in diameter) is the bright 
central region, surrounded by a barrier layer and the cladding. 
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which tends to increase with increasing perturbations, as was shown in 
1972 by D. Marcuse. 28 In 1973, A. Hasegawa and F. Tappert investigated 
theoretically the non linear transmission of light for the different modes 
through the fiber and its effect on pulse dispersion. 29 

A more effective method for reducing modal dispersion was suggested 
by S. E. Miller. It involves the use of fiber with a cross section such that 
the refractive index is made to vary parabolically with the fiber radius. 30 

In 1973, Gloge and E. A. J. Marcatili [Fig. 7-5] proposed an improved 
index profile (departing slightly from parabolic), which could potentially 
increase the bandwi:dth 1000-fold over that of a step-index fiber.31 

They realized that such an improvement is hard to achieve in practice and 
estimated the tolerances that must be adhered to by the manufacturer. 
The best fibers fabricated in the mid-1970s 32 exceeded the bandwidth 
of the step-index fiber by a factor of 75, while fibers produced in a 
pilot manufacturing proces~. have yielded a bandwidth improvement of 
about 20. 

Marcuse combinedl Personick's perturbation idea with the graded-index 
theory and computed the resulting multimode-fiber capacity, which can 
be quite large for tolerable loss penalties. 33 Another perturbation observed 

Fig. 7-5. D. Marcuse, E. A. J. Marcatili, and D. Gloge, who made extensive contributions 
to the theory of lightwave transmi·,sion on fibers. 
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in fibers, more rapidly varying and unintended in nature, became known 
as microbends. These were microscopic kinks that could result from pressing 
the fiber against a rough surface. Microbends can cause significant radiation 
losses in fiber cables. Gloge developed a theoretical understanding of the 
mechanisms involved and developed guidelines for the design of suitable 
fiber jackets and sheaths. 34

•
35 

A concurrent measurement program provided early evidence of the 
effectiveness of the velocity equalization approaches and helped in ana­
lyzing early single-mode and multimode fiber designs. The measurement 
showed another, and not unexpected, fundamental capacity limitation 
later known as chromatic dispersion, arising from the fact that the phase 
velocity of an electromagnetic wave in glass fibers varies with wave­
length. 36·37 Thus, the various spectral components constituting a light pulse 
propagate at different velocities, causing the pulse to spread out in time 
even if there is only one mode present. The effect is critical for LEDs with 
their wide spectral distribution, and it also places an important limitation 
on the capacity of laser-operated single-mode systems. In single-mode 
fibers, the total chromatic dispersion has two components-one due to 
the variation in phase velocity caused by the variation in the index of 
refraction of the glass with wavelength and the other due to a waveguiding 
effect, wherein the phase velocity varies with wavelength even if the index 
of refraction is constant over the entire spectral distribution of the pulse. 
For fused silica-based fibers at wavelengths near 0.85 µm, the glass dis­
persion dominates and is relatively large-about 200 picoseconds per 
kilometer of fiber and per nanometer (psec/km • nm) of source spectral 
width. However, at wavelengths near 1.3 µm, the silica-glass dispersion 
becomes much smaller (a few psec/km • nm), and fortunately also the loss 
goes to zero (due to the x-4 decrease of Rayleigh scattering). This provided 
a major motivation for developing LEDs, lasers, detectors, and fibers op­
timized for the 1.3- to 1.6-µm wavelength region. A pioneering demon­
stration of this low-dispersion, low-loss fiber capability was made by 
W. M. Muska, T. Li, and A. G. Dentai.38 LED-based optical-fiber systems 
operating at 1.3 µm were, by the early 1980s, installed worldwide for 
short-haul applications that include interoffice trunks, subscriber loops, 
and on-premises data links. [Fig. 7-6] 

3.2.3 Splicing Optical Fibers 

At an early stage of the fiber research program, it was realized that 
fibers would have to be connected by unskilled personnel and that fiber 
cable would have to be spliced in the field under. adverse conditions. In 
1971, D. L. Bisbee was the first to demonstrate that well-prepared fiber 
ends joined end-to-end and fused at a high temperature offered the pos­
sibility of a permanent splice with excellent transmission characteristics.39 
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(Al,Ga)As LED (ln,Ga)(As,P) LED 
(A= 0.89 MICROMETERS) (A= 1.20 MICROMETERS) 

. ~-
- . 

FIBER LENGTH = 0 

FIBER LENGTH= 1 KILOMETER 

FIBER LENGTH= 2 KILOMETERS 

FIBER LENGTH= 3 KILOMETERS 

Fig. 7-6. Experimental results obtained with the first optical­
fiber data-link experiment, operating at wavelengths longer 
than 0.9 µm and transmitting data at fairly high speeds, e.g., 
137 Mb/sec, as performed by W. M. Muska, T. Li, T. P. Lee, 
and A.G. Dentai in 1977. The photographs above show eye 
diagrams of the received signal using LEDs of two different 
wavelengths as sources. It is clear from the data that with 
the (Al,Ga)As LED emitting radiation at 0.89 µm, trans­
mission at a distance of 2 km is not possible. However, with 
the (In,Ga)(As,P) LED emitting at 1.20 µm, transmission even 
beyond 3 km is feasible. (Muska, Li, and Dentai, Electron. 
Lett. 13 (1977): 606.] 
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GOOD ( < 0.1 DECIBELS) POOR ("' 0.5 DECIBELS) 

(a) (b) 

Fig. 7-7. Fusion splice of silica optical fibers, as obtained in 1975 by D. L. Bisbee, with an 
electric arc, a technique that has found worldwide commercial use. The photographs show 
(a) A good splice, with a loss of less than 0.1 dB. [Bisbee, Appl. Opt. 15 (1976): 797.] (b) A 
poor splice, with a loss over 0.5 dB. The latter was obtained when the fiber ends were not 
in intimate contact over the entire surface. 

[Fig. 7-7] R. D. Standley introduced the concept of arranging fibers in flat­
cable subgroups, called ribbons, which permit rapid splicing of fiber groups 
in one operation. 40 Gloge and P. W. Smith found a way of preparing flat, 
perfectly smooth fiber ends by a controlled breaking technique that exploits 
the fracture process in brittle materials like glass. 41

•
42 [Fig. 7-8] Grooved 

capillaries and substrates with etched or embossed precision grooves have 
eliminated earlier microscope-aided alignment steps in all of Bell Labs 
single- or group-slicing operations. Research on rearrangeable fiber ter­
minations resulted in an injection-molded plastic fiber connector. P. K. 
Runge, who designed the connector, was able to demonstrate unimpaired 
precision alignment after thousands of connect-disconnect operations. 43 

Further development in the Atlanta, Georgia laboratories produced a 144-
fiber cable consisting of a stack of 12 ribbons, each bearing 12 fibers. In 
addition, an array-splicing method was developed for permanently joining 
lengths of cable as needed. 

IV. LIGHTWAVE MODULATION 

There are a number of methods of modulating light sources. The simplest 
is direct modulation of the injection current, either in the LED or the laser, 
to produce a train of digital light pulses. This method was studied exten­
sively at Bell Labs during the 1960s and 1970s and was used in the 1976 
Atlanta experimental system. 44 Burrus-type LEDs were directly modulated 
at rates up to about 250 megabits per second (Mb/sec), but material dis­
persion in fibers at 0.8 to 0.9 µm, in combination with the LED's spectral 
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Fig. 7-8. Glass fiber ends. Glass fibers fracture in such a way that the ends resemble one 
of the three types shown in the top figure. To avoid the undesirable surfaces shown in (a) 
and (b) and consistently achieve the "mirror" surface (c), D. C. Gloge and coworkers 
proposed to bend the fiber over a form of suitable curvature radius R while simultaneously 
applying tension. If the radius is much larger than 5.7 cm, a "hackle" zone (b) forms; too 
small a radius causes the lip formation (a). To obtain reproducible fractures, they constructed 
the machine shown in the bottom figure (d). 

width, limited the modulation to lower rates for transmission over kilometer 
distances. (Later work with fibers and LEDs in the 1.3-µm region made 
possible long-span high-bit-rate LED systems.) The gallium aluminum 
arsenide laser was modulated at rates up to 2.3 gigabits per second. 
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For greater bandwidths (or higher bit rates) external modulation-mod­
ulation of the light after it leaves the source-is required. Some devices, 
such as the Nd:YAG laser, can only be internally modulated at very low 
rates. Three principal physical effects that have long been known can be 
used for modulating light externally. In each case, modulation results from 
a change in the refractive index of a modulator material. The corresponding 
three phenomena involved are the electro-optic, acousto-optic, and mag­
neto-optic effects. Bell Labs researchers have worked on all three. 

4.1 Electro-Optic Modulation 

The electro-optic effect-changing the refractive index of a material by 
varying an electric field applied to it-has received the most attention. In 
1961, I. P. Kaminow made a microwave light modulator operating at 10 
gigahertz (GHz) with a bandwidth of 40 megahertz (MHz) that used a 
potassium dihydrogen phosphate crystal to rotate the polarization of an 
optical beam. 45 (Fig. 7-9] Since relatively high modulating power was re­
quired, attention turned to a search for more efficient electro-optic materials. 
Of many materials investigated, lithium niobate and lithium tantalate were 
the best for the visible and near-infrared regions. Techniques for growing 
lithium niobate and lithium tantalate were developed by A. A. Ballman, 
K. Nassau, and coworkers. 46

•
47 In 1974, F. S. Chen and W. W. Benson 

reported a lithium tantalate modulator operating at 1.06 µmat a speed of 
70 Mb/sec. 48 

4.2 Acousto-Optic and Other Lightwave Modulators 

The acousto-optic effect refers to a change in the refractive index of a 
material produced by an acoustic strain wave. Thus a train of acoustic 
waves produces a traveling index grating, which can deflect power from 
an optical beam. Acousto-optic devices were explored extensively at Bell 
Labs during the 1960s by E. I. Gordon, R. W. Dixon, and L. G. Cohen. 49 

This work resulted in the identification of appropriate modulator materials 50 

and in the fabrication of efficient light modulators. 51 In 1973, A. W. Warner 
and D. A. Pinnow reported on a modulator developed specifically for use 
with fiber lightguides at a wavelength of 1.06 µm.52 This modulator used 
arsenic selenide glass as the acousto-optic material. Warner and Pinnow 
also worked with germanium arsenide selenide glass and crystalline gallium 
arsenide. Lithium niobate and lithium tantalate have good acousto-optic 
as well as electro-optic properties and have been used with acousto-optic 
modulators. 

Some work was also done with magneto-optic modulators. Early work 
was reported by R. C. LeCraw. 53 S. H. Wemple and coworkers demonstrated 
a modulator made from an iron-garnet crystal in 1973, operating at a 
wavelength of 1.52 µm. 54 

TCI Library: www.telephonecollectors.info



292 

COLLIMATOR 
SOURCE I ,-POLARIZER 

I I / 
I I I 
I I I 
I y I 

~l~ ff\ n 
/I' \l) u 

™013 
CAVITY', 

/ 
E FIE: LD 

Engineering and Science in the Bell System 

n-
TO CRO 

(a) 

I 
I 

ANALYZER 
I 

I 

I 
I PHOTO-

~□ TO CRO 

KDP ROD 

HALF 
11------ L ------.,.; 

MIF:roR I . I 

~ ~Y-S_____. 
:::=====::: ANALYZER 

(b) 

MOVABLE 
MIRROR 

Fig. 7-9. Microwave light modulator. (a) Traveling wave light modulator used the 
electro-optic crystal KDP (KH2PO4) and operated at 9.25 GHz. The refractive index 
in the crystal changes in proportion to an applied electric field. Thus, the microwave 
in the cavity, in synchronism with the optical wave, modulates the optical-phase 
retardation. The pola1izer and analyzer convert the modulated retardation into intensity­
modulated light. (b) Since no continuous-wave laser was readily available in 1961, a 
white-light source was employ,~d and, since no high-speed optical detector was available, 
a movable mirror scheme (that showed a periodic behavior with mirror displacements 
equal to the microwave half-wavelength) was used. [Kaminow, Phys. Rev. Lett. 6 
(1961): 528.] 

Considerable progress was made in improving the efficiency of light 
modulators by employing a waveguide configuration to confine the light 
to a narrow interacltion region. This concept was first developed in 1964 
by D. F. Nelson and F. K. Reinhart, 55

•
56 who demonstrated electro-optic 

modulation in GaP p-n junction waveguides that was superior to that of 
bulk modulators based on special electro-optic materials.57

•
58 

Another interesting physical effect, somewhat different from the three 
discussed so far, is the change in the optical absorption of a semiconductor 
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material with an applied electric field. Reinhart demonstrated this effect 
with gallium aluminum arsenide in 1973, achieving modulation at a wave­
length of 0.9 µm.59 

V. PHOTODETECTORS 

When light is incident on the p-n junction of a semiconductor such as 
silicon and the photon energy exceeds the energy gap of the semiconductor, 
the light creates electron-hole pairs. Under the influence of a reverse­
biased electric field, current flows in an external circuit in proportion to 
the intensity of light. This is the basic principle of photodetection in semi­
conductor photodiodes as proposed by W. Shockley in the late 1940s. 
However, prior to 1941, R. S. Ohl had discovered experimentally that a 
p-n junction in silicon was photovoltaic, and, during the late 1940s, he 
learned how to produce consistently photocells of high sensitivity by ion 
bombardment. These early works were soon followed by the invention 
of the phototransistor by J. N. Shive.60 

5.1 Photodiodes 

F. M. Smits proposed the use of a layer of intrinsic (undoped) material 
to increase the efficiency and speed of photodiodes. The addition of the 
intrinsic region between the p and n layers (p-i-n) effectively increases the 
width of the junction so that more light is absorbed; the resulting pho­
togenerated electron-hole pairs traverse the high-field junction region at 
the saturated velocity, increasing the speed of collection of the carriers. 
The first in-depth theory of the p-i-n diode was given by W. T. Read, Jr., 
in 195661 (see also Chapter 2, section 2.4 in the Physical Sciences (1925-
1980) volume). In 1962, R. P. Riesz constructed the first high-speed silicon 
p-i-n photodiode. 62 Further theoretical study of the frequency response 
and noise characteristics of the p-i-n photodiode was conducted by M. 
DiDomenico, Jr., and 0. Svelto in 1964.63 Very-high-speed germanium 
point-contact photodiodes with frequency response in the millimeter-wave 
region were constructed by L. U. Kibler in 196264 and W. M. Sharpless in 
1964.65 Similar high-speed silicon photodiodes were made by DiDomenico, 
Sharpless, andJ. J. McNicol in 1965,66 and planar germanium photodiodes 
by Burrus and Sharpless in 1970.67 

With the advent of work in the so-called long-wavelength region-i.e., 
1- to 1.6-µm wavelength-a need arose for simple photodetectors re­
sponsive at these wavelengths. In 1979, Burrus, Dentai, and Lee fabricated 
a novel back-illuminated p-i-n photodiode 68 made in the In-Ga-As-P sys­
tem; in it the illumination enters through the InP substrate to a p-n junction 
in an epitaxially grown (In,Ga)As or (In,Ga)(As,P) layer. This is possible 
because InP is transparent to the radiation to be absorbed in the active 
region located in the epitaxially grown material. Such a structure offers 
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several significant advantages over the more conventional front-illuminated 
germanium photodi:odes (which are responsive in the same wavelength 
region, but in which the radiation is incident through a very thin, highly 
absorbing surface layer of the same semiconductor in which the active 
p-n junction is located). The back-illuminated structure provides in one 
device essentially uniform response over the entire 1- to 1.6-µm wavelength 
range at external quantum efficiencies approaching the theoretical maxi­
mum. In addition, 1lhe inherent properties of the material provide orders 
of magnitude less dark current at ordinary temperatures than does ger­
manium. By 1981, this back-illuminated detector design for long wave­
lengths was extended both to extremely small (20-µm diameter) areas with 
response times as short as 30 psec 69 and to large area (1-millimeter diameter) 
units for general usi~,7° and found use as a signal detector and monitor in 
both terrestrial and undersea lightwave applications, as well as in testing 
and evaluation of long-wavelength lasers and LEDs. 

5.1.1 Avalanche Photodiodes 

An improvemen1t on the p-i-n structure is the avalanche photodiode 
(APO), which incorporates current gain in the device. Internal current gain 
increases the optical-receiver sensitivity by overcoming the thermal noise 
of the preamplifier that follows the detector. However, the avalanche-gain 
mechanism also introduces some excess noise. The physics of the avalanche 
mechanism were fir1>t explored by K. G. McKay and K. B. McAfee in 1953. 71 

Avalanche diodes were first studied in the mid-1950s for use as microwave 
detectors but proved too noisy for that application. High-speed germanium 
APDs for lightwave communications were fabricated by H. Melchior and 
W. T. Lynch in 1966.72 In the following years, noise properties of the 
APDs became bett1,!r understood as a result of the work of scientists at 
Bell Labs and at other ins1itutions. A silicon APO detector developed by 
Melchior and A. R. Hartman 73 provided near-optimal performance in an 
experimental optical-fiber system-above 90 percent efficiency at 0.85 µm, 
with less than 1 nanosecond rise time, and an excess-noise factor of 4 at 
a current gain of 100, which is about 10 dB better than a p-i-n detector. 

For operation at wavelengths above 1 µm, where silicon becomes trans­
parent, materials other than silicon have to be employed for photodetectors. 
Although germanium APDs can be used, their large dark current and high 
excess noise make them less sensitive than their silicon counterparts (at 
A= 0.85 µm). In 19?5, Lee and his coworkers made a high-speed Schottky­
barrier photodiode using (In,Ga)As. 74 

5.1.2 Phototransisitors 

In 1980, Campb,ell and his coworkers, following a suggestion by J. A. 
Copeland, designed a back-illuminated heterojunction phototransistor in 
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the (In,Ga)As/InP system for use in the 1- to 1.6-µm wavelength region.75 

This device had higher gain and far higher sensitivity (gain at low light 
levels) than had been reported for any phototransistor previously. 

During the following year, a small-area (15- to 20-µm diameter) version 
was constructed, having, simultaneously, high sensitivity and high gain; 
its gain-bandwidth product was in excess of 1.7 GHz.76 Phototransistors 
of this type may provide a practical alternative to front-end devices (such 
as a p-i-n photodiode in tandem with a field-effect-transistor (FET) ampli­
fier) in long-wavelength lightwave receivers. 

VI. LIGHTWA VE REPEATERS 

Just as in any other transmission system, repeaters are needed to boost 
and regenerate the signal that is transmitted in an optical-fiber system. 
The repeater for optical-fiber transmission has a photodetector that converts 
the received optical pulses into electrical pulses for subsequent filtering, 
amplification, and regeneration; it also has a laser or LED that converts 
the regenerated pulses back to optical pulses for transmission. 

The first experimental repeater designed specifically for fiber application, 
using a silicon APO and (Ga,Al)As LED, was built by J.E. Goell77 in 1972; 
it operated at 6.3 Mb/sec. In 1973, he built an experimental repeater that 
operated at 274 Mb/sec. 78 In 1974, Runge built one that operated at 50 
Mb/sec;79 this was the forerunner of the repeater used in the Atlanta 
experiment. 80 During the same period, Personick provided a basic theory 
and design of optical receivers for digital communications. 81 The perfor­
mances of the optical receivers in the experimental repeaters described 
above were found to agree very closely with those predicted by Personick's 
theory. Further contributions to the theory, design, and packaging of optical 
repeaters made possible the design of optical-fiber prototype repeaters for 
large-scale systems experiments such as the Atlanta experiment in 1976. 

VII. INTEGRATED OPTICS 

During the 1960s, essentially all research on lasers and their applications 
was carried out on optical benches using techniques largely carried over 
from the older classical optics. Freely propagating beams were sent through 
the air from component to component, and lenses and mirrors were used 
to prevent excessive beam divergence, to change beam size, and to change 
beam direction. Typical separations between \:Omponents ranged from a 
few centimeters (cm) to 30 cm. The resulting apparatus was sensitive to 
ambient temperature gradients, to absolute temperature changes, to airborne 
acoustical effects, and to mechanical vibrations of the separately mounted 
parts. To overcome these problems, S. E. Miller [Fig. 7-10] proposed, in 
1969, a miniature form of laser-beam circuitry to be formed by lithography 
on planar surfaces.82 Simultaneous construction of complex circuit patterns 

TCI Library: www.telephonecollectors.info



Lightwave Communications 297 

example, in 1968, R. E. Schineller and colleagues reported the formation 
of optical waveguides by proton irradiation of fused silica.88 In 1968, 
P. K. Tien invented the prism coupler, which made possible coupling 
between a free-space (laser) beam and any mode of a dielectric wave­
guide. 89'90 High modulation rates, as proposed by Ashkin and Gershenzon, 
were demonstrated in GaP in 1968 by Reinhart 91 and in (Al,Ga)As/GaAs 
heterostructures in 1972 by Reinhart and B. I. Miller.92 

7.1 Waveguides for Integrated Optics 

In 1969, a comprehensive fundamental paper giving a tractable theory 
for dielectric waveguides applicable to integrated optics was published by 
Marcatili. 93 The ideas developed in that paper have constituted the foun­
dation for most of the approximate techniques developed ever since for 
calculating the guiding properties of active and passive dielectric guides 
of rectangular cross section. The computer analysis of rectangular dielectric 
waveguides published by Goell in 1969 complemented Marcatili's theory 
and provided pictures of the lightwave intensity in a transverse plane for 
both the dominant and higher-order modes. 94 Also in 1969, sputtered­
glass waveguides 0.3 µm by 20 µm on a glass substrate were reported by 
Goell and Standley to have losses less than 1 dB/ cm, a very satisfactory 
value. 95 Organo-silicon waveguides were made by G. Smolinsky, Tien, 
and R. J. Martin in 1972.96•

97 

In the early 1970s, Tien [Fig. 7-11] and his associates developed lab­
oratory techniques and investigated the fundamental physics relevant to 
thin-film waveguides. Tien was among the first to recognize that the large 
power densities achievable at low absolute power levels in thin-film wave­
guides could give rise to useful nonlinear effects. Optical second-harmonic 
generation in a thin ZnS film was reported in 1970 by Tien, R. Ulrich, 
and Martin. 98 Most famous perhaps is Tien's prism-film coupler, 99 a lab­
oratory component widely used for transferring a freely propagating laser 
beam into either a planar or a three-dimensional waveguide. The prisms 
were combined with a planar iron-garnet film to produce a magneto-optic 
light-beam deflector, which might prove useful as a switch or modulator. 100 

In other contributions Tien collaborated in showing ways to form dielectric 
waveguides for coupling different optical components on the same 
substrate 101 or possibly to connect a planar dielectric waveguide to a fiber.102 

Magneto-optic waveguides made from single-crystal garnet films were 
reported by Tien and his associates in 1972.103

•
104 Rib waveguides formed 

by etching GaAs/(Al,Ga)As heterolayers were made by Reinhart, R. A. 
Logan, and Lee in 1974. 105 

Crystalline LiNbO 3 and LiTaO3 have been used widely as hosts for 
integrated optical waveguides. In 1973, Kaminow and J. R. Carruthers 
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Fig. 7-11. P. K. Tien, who made fundamental contributions 
to integrated optics, including the prism-film coupler. 

formed increased refractive-index layers in these crystals by out-diffusion 
of lithium, 106 and R. V. Schmidt and Kaminow devised a technique for 
c1eating an increase in the index of refraction by in-diffusing titanium or 
various other metals into LiNbO 3 . 

107 Thus, a thin film of Ti could be 
evaporated on the LiNbO 3 crystal's surface, and a pattern of the desired 
optical circuit could be formed using conventional photolithographic tech­
niques. After a diffusion cycle, the increased index region becomes the 
optical circuit. 108

•
109 This technique was widely adopted both by workers 

developing communications devices (reported below) and by outside groups 
producing information-processing devices for defense applications. 

7.1.1 Single-Mode Transmission Waveguides 

When lasers are used as the sources for optical communications, it is 
important that they radiate in a single mode. To achieve this, the lasers 
should have the structure of a thin- and narrow-channel waveguide in 
which onlv one waveguide mode can propagate. The first single-mode 
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Fig. 7-10. S. E. Miller, who for over 20 years led 
the Bell Labs Crawford Hill, New Jersey, research 
on fibers, lightwave sources and detectors, and sys­
tem explorations. He made important contributions 
to integrated optics, new fiber structures, and cou­
pled-wave theory. 

was proposed. It was shown that dielectric waveguides employing index 
differences on the order of 10- 2 yielded guided laser beams approximately 
10-µm wide and that the needed waveguide bends between components 
could be in the order of a 15-mm radius. This triggered more exact analysis 
and proposals for novel forms of optical circuitry suitable for fabrication 
in the integrated form. 83

•
84

•
85 Much innovation remained to be done; but 

the prospect excited many researchers, and the activity proliferated. 
Even before integrated optics systems were proposed, related research 

was carried out by many Bell Labs scientists. One motivation had been 
to enhance certain nonlinear and linear optical effects by concentrating 
the lightwave field in a small cross section. For example, in 1962, Ashkin 
and M. Gershenzon observed reflection and guiding of light at p-n semi­
conductor junctions, 86 and, in 1964, Nelson and Reinhart demonstrated 
modulation of light in a GaP p-n junction. 87 Other early work was basic 
science relating to lightwave guidance and coherent wave analysis. For 
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laser, which had a rib-waveguide structure, was made in 1975 by Lee, 
Burrus, B. I. Miller, and Logan.11° In 1976, Lee and A. Y. Cho reported a 
single-transverse-mode laser that has an embedded stripe layer grown by 
molecular beam epitaxy. 111 In 1978, a strip buried-heterostructure laser, 
which exhibited stable fundamental transverse-mode operation, with ex­
cellent linearity in light versus current characteristics, was reported by 
W. T. Tsang, Logan, and M. Ilegems. 112 

7.1.2 Diffraction Gratings in Waveguides 

The use of diffraction gratings as Bragg reflectors in waveguides was 
proposed by S. E. Miller in 1969, 113 and then as lightwave couplers by 
Ashkin and Ippen in 1972.114 Waveguides with a grating formed either 
on the top surface or at the film-substrate interface are called corrugated 
waveguides. Such waveguides with the period of corrugation as small as 

Fig. 7-12. H. Kogelnik, who was coinventor of the distributed­
feedback laser and the optical 6.(3 switch. He made fundamental 
contributions to integrated optics. 
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0.1 µm were reported by C. V. Shank and Schmidt in 1973.115 In 1974, 
D. C. Flanders, H. Kogelnik, Schmidt, and Shank published a paper de­
scribing a grating filter with a bandwidth of 0.1 A.116 Based upon the 
principles of the coupled waves in periodic structures, Kogelnik [Fig. 7-
12] and Shank invented in 1971 the distributed-feedback laser that made 
it possible for a laser to be incorporated in an integrated optical-circuit 
planar structure without the need for conventional mirrors. 117 

Further development on this subject is the curved-line gratings proposed 
by Tien for simultaneously reflecting and focusing light in waveguides 
and also for forming near-confocal resonators in thin films.118,119 Ex­
periments using this type of grating have been described by R. J. Capik 
and Tien.120 

7.1.3 Theoretical Developments 

Early in 1969, Marcatili computed field patterns for the modes in optical 
waveguides, 121 and, at the same time, Tien provided a zigzag wave model 
for thin waveguides, 122 which has been used extensively for device analysis. 
Later in 1969, Marcuse developed a theory on the radiation modes and 
computed for the first time scattering losses in waveguides. 123,124 Kogelnik 
and Shank 125 developed a coupled-mode theory of corrugated waveguides, 
which has been used extensively for the analysis of Bragg reflectors, optical 
filters, and distributed-feedback lasers. 

7.2 Modulators, Switches, Filters, Directional Couplers, and Other 
Components 

As integrated optics gradually grew toward maturity, Bell Labs scientists 
started intensive research for forming integrable optical components such 
as modulators, switches, filters, and directional coupler switches. As men­
tioned earlier, experiments on modulation of light in semiconductor p-n 
junctions were started in the 1960s. An (Al,Ga)As/GaAs modulator with 
a potential bandwidth of 4 GHz was built by Reinhart and B. I. Miller in 
1972. An electroabsorption modulator made of the same material system 
by Reinhart achieved 90 percent amplitude modulation. 126 An electro-optic 
phase modulator was demonstrated by I. P. Kaminow and associates 127 

and a three-dimensional ridge-waveguide modulator using out-diffused 
LiNbO3 was reported in 1974.128 Efficient acousto-optic modulators were 
also reported at about that time. 129 
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Fig. 7-13. Schematic drawing of the tunable, wavelength-selective directional 
coupler switch made with Ti:LlNbO3 waveguides. Experimental results are shown 
for light of two colors (red and green) incident in the lower waveguide. Upon 
application of appropriate voltages to electrodes over the waveguides, the coupler 
is phase matched at the red wavelength, which crosses to and exits frorr: the 
upper waveguide. The coupler is mismatched at the shorter wavelength and, 
as a result, the green light exits from the lower waveguide. By changing the 
applied voltages, the sihlation is reversed as shown. Crosstalk in both cases is 
-17 dB. The split electrode is required to achieve complete crossover at the 
phase-matched wavelength. 
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The first wideband thin-film magneto-optic switch using epitaxial iron­
garnet films was reported by Tien and colleagues.130

•
131 An optical switch 

as a bistable device, reported by P. W. Smith and E. H. Turner in 1977, 
involves an electro-optic element in an interferometer. 132 Bistable operation 
is obtained when the output of the interferometer is detected and used to 
drive the electro-optical element. Such bistable switches have been suc­
cessfully demonstrated in diffused LiNbO3 waveguides. 133

'
134 An optical 

switch with 110-psec response time was produced by R. C. Alfemess, 
N. P. Economou, and L. L. Buhl.135 

Representative of the communications devices coming out of the 
Ti:LiNbO3 technology were the filters produced by Alfemess and his as­
sociates. A tunable wavelength-multiplexing filter was reported by Alfemess 
and Schmidt in 1978.136 [Fig. 7-13] In 1981, Alfemess and Buhl designed 
a device capable of transforming any polarization of input wave into any 
chosen polarization of output wave.137 The device is electrically controllable 
and could be part of a servocontrol of lightwave in either a device or in 
a transmission-line configuration to correct for other component or trans-
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Fig. 7-14. R. V. Schmidt, who was coinventor of the optical t!../3 switch. He is shown here 
regulating the rate of vacuum deposition of contacts to a 7-GHz silicon transistor used in 
his integrated-optics experiments. 

mission line aberrations. Another achievement in 1981 was a wavelength­
multiplexing filter capable of accepting any polarization of input wave, 
thereby removing polarization-stability requirements from the single-mode 
fiber of a long-distance transmission system. 138 

Directional couplers for coupling light from one waveguide to another 
may be fabricated by bringing two guide regions within 1 µm of each 
other. When these couplers are made of an electro-optic material such as 
Ti-diffused LiNbO 3, they perform as the switches. A novel concept is a 
directional coupler employing phase-constant-mismatch reversal or 6.(3 
reversal. It was introduced for integrated optics by Schmidt [Fig. 7-14] 
and Kogelnik in 1976 when available fabrication tolerances were too coarse 
to permit fabricating synchronous-velocity directional couplers. 139

•
140 The 

6.(3-reversal technique employs a cascaded two-section coupler with in­
tentional phase-constant ((3) mismatch that is reversed in one section relative 
to the other. Electrical control of the (3s allows adjustment of the finished 
device to compensate for fabrication errors. This concept can be very 
valuable for realizing practical devices. These switches have been built 
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with crosstalk as small as -30 dB. In 1976, Schmidt and Buhl assembled 
five of these switches in a single substrate to form an integrated optical 
network, which could switch any of four optical inputs to any of four 
outputs. 141 

7.3 Integrated Optics for Transmission Systems 

7.3.1 Monolithic Integrated Optics-(Al,Ga)As/GaAs Technology 

In the mid-1970s, interest developed among Bell Labs scientists in de­
signing an integrated-optics system with the optical components made 
from a single-material system, so that they can be processed simultaneously 
on a common substrate. The material chosen for developing such monolithic 
integrated optics was the (Al,Ga)As/GaAs system, since GaAs technology 
had already been well established at that time in connection with the 
development of light-emitting diodes and heterostructure lasers. Based on 
this concept, distributed-feedback lasers and Bragg-reflector lasers were 
made from (Al,Ga)As/GaAs heterostructures by H. C. Casey, S. Somekh, 
and M. Ilegems, 142 by Reinhart, Logan, and Shank 143 and by Tsang, Logan, 
and L. F. Johnson.144 Techniques were also developed in this material 
system by Logan (using liquid phase epitaxy)145 and by Cho (using molecular 
beam epitaxy)146 for forming tapered-film couplers and other struc­
tures for integrated optics. With these techniques, simple monolithic 
circuits containing lasers and modulators were constructed by Reinhart 
and Logan.147 

An integrated detector-PET combination was reported by R. F. Leheny 
and associates in 1980,148 and a wavelength-multiplexed AND gate was 
reported by Copeland and coworkers in 1981.149 The goal of these studies 
was to produce integrated electrical and optical circuits that could be used 
in logic devices as well as in communications repeaters. 

7.3.2 Multiplexing in Integrated Optics 

The rapid maturing of lightwave technology has led to proposals for 
increasing the transmission capacity of each lightguide by transmitting 
signals simultaneously at different wavelengths. In 1979, J. C. Campbell 
and colleagues proposed the use of a single LED, emitting simultaneously 
at multiple wavelengths and coupled to a single fiber, and a single p-i-n 
photodiode, capable of simultaneously detecting and demultiplexing (sep­
arating) the different wavelengths at the receiving end. They demonstrated 
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Fig. 7-15. Early demultiplexing long-wavelength photodetector made by liquid-phase epitaxy. 
Layers 01 and Q2, of different semiconductor compositions, are sensitive to separate wave­
lengths, as shown in th,e responsiveness curve; each wavelength provides a separate output 
voltage V1 and V2, Thus signals carried by two separate wavelengths, entering the detector 
together, are separated. (Campbell, Dentai, Lee, and Burrus, IEEE /. Quantum Electron. QE-
16 (1980): 601, 602.) 

a two-wavelength demultiplexing detector for the 1-µm to 1.6-µm wave­
length region. 150 [Fig. 7-lS] A two-wavelength LED was demonstrated in 
1980 for use in the same wavelength region by Lee, Burrus, and Dentai. 151 

[Fig. 7-16] These tvm devices were combined by K. Ogawa and associates 
in 1981 into a 33-JVIb/sec systems-type demonstration, using wavelengths 
of 1.03 µm and 1.28 µm. 152 For many applications, multiplexing with such 
multiple-wavelength active devices appears to be potentially simpler and 
cheaper than the use of separate passive devices. By the early 1980s, 
lightwave communications was beginning to dominate the design of new 
guided transmission systems. 
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Fig. 7-16. Dual-wavelength LED and its emission spectra. (a) Cross­
sectional view of a dual-wavelength LED composed of two inde­
pendently driven p-n junction diodes in a single semiconductor chip; 
it can emit two wavelengths (e.g., 1.14 µm and 1.3 µm) simultaneously. 
Such a device is useful for a light source in a wavelength-division­
multiplexed lightwave system. The first active layer (Q1) of 
In0.77Ga0.23As0.5P0.5 is separated from a second active layer (Q2) of 
Ino.66Gao.34Aso.1sPo.2s by a thin lnP barrier layer. All layers were grown 
by liquid-phase epitaxy onto an InP substrate, and p-n junctions were 
formed by a deep Zn-diffusion in the Q1 layer and by a grown p­
InP layer on the top Q2 layer. Electrical isolation is accomplished by 
a chemically etched deep channel between the two junctions. (b) The 
emission spectra of the dual-wavelength LED. The electrical crosstalk 
between the two wavelengths was measured to be about -24 dB. 
[Lee, Burrus, and Dentai, Electron. Lett. 16 (1980): 845, 846.) 
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Chapter 8 

Switching Research 

After early research on circuits and mechanisms in the 1930s, research in 
switching carried out in the 15 years following World War II was aimed mainly 
at designing experimental systems that exploited the potentials of high-speed 
electronics. Three research switching systems made use of electron tubes, gas 
tubes, magnetic drums, and transistors for experimenting with new configu­
rations of internal system control and operation. Line scanning, use of bulk 
memory, electronic logic, repertory dialing, time-division switching, and other 
advanced techniques were demonstrated in these early systems. This research 
led ultimately to the development of the 4ESS* switching system, a digital, 
time-division electronic switching system. Later research emphasized ring 
switching methods, local-area digital switching networks, digital signal encoding, 
and digital signal detection. These techniques subsequently took on aspects of 
research in computer science and computer technology. 

I. SWITCHING TECHNOLOGY AND SWITCHING RESEARCH 

The impact of switching research on switching systems at Bell Labo­
ratories has been somewhat different from that of research leading to 
new transmission media and transmission systems. For the latter, the power 
of the scientific method and the importance of enlisting scientists to work 
on fundamental problems relevant to communications was recognized 
very early in the 20th century. (See the first volume of this series, The 
Early Years (1875-1925), Chapter 10.) Surface studies leading to the historic 
C. J. Davisson and L. H. Germer experiment, Johnson noise and its impact 
on information transmission as elucidated by H. Nyquist, and the search 
for a fundamental understanding of the magnetic behavior of materials 
of importance to loading coils are but a few outstanding examples of the 
early realization of the potential importance of new science to commu­
nications. (See another volume in this series, Physical Sciences (1925-1980).) 
In contrast, the switching and signaling systems described in The Early 

Principal authors: G.D. Bergland, W. A. Malthaner, and H. S. McDonald. 

* Trademark of AT&T Technologies, Inc. 
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Years (1875-1925), Chapter 6, made use of existing technology, with in­
ventions aimed at improving the speed, reliability, and interconnections 
of the rapidly increasing number of telephones, leading to highly so­
phisticated switching systems. The remotely controlled switch and signal 
generator to direct the step-by-step switching operations by the customer, 
an invention of one of the customers, A. B.. Strowger, is an excellent 
example of such switching systems. 

In the Switching Technology (1925-1975) volume of this series, prepared 
primarily by A. E. Joel, Jr., there are a number of examples of switching 
systems that have benefited from research carried on in the switching 
research organization or in other parts of Bell Labs research areas, such 
as C. E. Shannon's work on information theory, or the research on the 
transistor and gas diodes. Even though no single complete system described 
in that volume can be said to have been taken over from a single system 
experiment within the research area, the experimental research systems 
to be described in this chapter deal with new switching ideas that had a 
technical or conceptual influence on the first Bell System trial electronic 
central office, the first eleeltronic line concentrator, and, in turn, on the 
lESS switching system, the lOlESS switching system-private branch ex­
change (PBX), and other systems. These ideas also stirred interest in digital 
time switching systems, such as the 4ESS switching system (see Switching 
Technology (1925-19?5), Chapter 12) and, in many other ways, impacted 
the developing switching technology. 

II. EARLY SWITCHING RESEARCH 

The earliest publication on a fundamental approach to switching at Bell 
Labs was by T. C. Fry in his book on Probability and its Engineering Uses, 
published in 1928.1 The first specific research effort directed at switching 
and switching systems came in July 1934 with the establishment in the 
Authorization for Work of official objectives and budgets for "general and 
experimental study of signaling circuits and mechanisms with the object 
of arriving at better engineering methods for design and development 
work . . . applied to specific: problems such as dial interference and pulsing 
. . . that lead to more efficient signaling circuits with less degradation to 
the associated speech transmission circuits." 

Research in the years prior to World War II was mostly on circuits and 
mechanisms for switching rather than on systems organization or theory. 
Experimental studies were pursued on dialing and supervision for toll 
circuits as well as on multif:requency key pulsing for use by operators and 
subscribers, either by means of plucked tuned reeds or keyed oscillators. 
These studies resulted eventually in the currently used toll dialing and 
supervision arrangements and the Touch-Tone subscriber subset with the 
plucked reeds of the original subscriber sets replaced by transistor oscillators. 
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Fig. 8-1. The mercury contact relay. It is one of various 
switching devices that have benefited from fundamental re­
search at Bell Laboratories. 
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Research studies on mechanisms produced fundamental knowledge of 
physical and chemical phenomena that led later to several new types of 
relays: sealed relays with the contact parts wetted with mercury 2 [Fig. 
8-1 ]; glass-sealed, dry-contact, magnetic-reed relays;3 and wire spring relays 
with the wire contact assemblies and armature stock molded in plastic 
subunits. Extensive studies produced special cold-cathode gas tubes, some 
with multielectrode configurations with properties of lock-out and logic 
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useful for switching, and others having low noise, low distortion, and 
negative ac resistance insertion-gain useful as talking path contacts. 

III. RESEARCH SYSTEMS EXPERIMENTS 

When Bell Labs scientists resumed regular switching research activities 
after World War II, the emphasis was on the development of new devices, 
tools, and techniques, and the incorporation of these in experimental sys­
tems for automatic switching. Many of the ideas applying electronics to 
switching and studks by nisearch scientists resulted in new system pro­
posals. Models of some of these were constructed, and the three that 
included the most pi:omising concepts are discussed in this section. These 
three research telephone switching systems, constructed and studied from 
about 1946 to 1961, were: (1) the electronically controlled automatic 
switching system (ECASS), (2) the drum information assembler and dis­
patcher (DIAD) sysltem, and (3) the experimental solid-state exchange 
(ESSEX). These research experiments were carried out under the direction 
of W. A. MacNair, director of switching research, and his successor, 
W. D. Lewis. 

3.1 Electronically Controlled Automatic SwitchiJttg System (ECASS) 

A laboratory experimenlt was initiated in 1946 by A. W. Horton, Jr., 
and colleagues to determine the advantages of applying faster operating 
electronic techniques to switching systems and using higher-speed systems 
to test some previously unexplored philosophies in switching and signaling. 
A new electronically controlled automatic switching system was con­
structed, which came to be known by its acronym, ECASS, using such 
basic tools as dry-reed relays, mercury relays, multielement cold-cathode 
gas tubes, cold-cathode gas diodes, and thermionic electron tubes. [Fig. 
8-2] An experimental subscriber's telephone set, incorporating a preset 
dial mechanism with circuits for generating dialing signals of a new form, 
together with suitable signa1l receivers for the central office, was designed. 
The system incorporated a novel type of switching network with its control 
circuits. A basic aim. of the experiment was to design the various control 
circuits of the central offici~ so that each was fast enough to accept and 
process all the calls received, one call at a time. In such a system, only 
one active control drcuit of each type would be required. 

3.1.1 System Organization 

The most modem switching centers in use at the time, notably the 
crossbar switch familly, included shared circuits known as common control 
circuits. Many registiers, senders, and markers were required to set up the 
conversational paths. Related functions were grouped together in a par­
ticular type of cont1:ol circuit, and a sufficient number of each type of 
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Fig. 8-2. Block diagram for the electronically controlled automatic switching system 
(ECASS). The subscriber presets the number desired on the telephone set before picking 
up the handset. An actuator in the office causes the number of the desired exchange 
to be sent in a high-speed signaling format. The single electronic trunk number group 
applies voltage marks to the line and trunk terminals of the reed-diode switching network 
for instantaneous selection and operation of crosspoints in a path from the subscriber 
to the terminating office. The called line number now is rapidly transmitted by an 
actuator at the outgoing trunk directly from the subscriber's preset telephone to the 
possibly distant office. As a terminating office, ECASS uses the electronic subscriber 
number group to voltage mark the network for the final part of the subscriber-to­
subscriber path. 

control circuit was provided to handle the expected traffic. These control 
circuits and associated connectors embraced a considerable fraction of the 
space and cost of the telephone exchange. 

The new ECASS system, in a design worked out by W. A. Malthaner, 
H. E. Vaughan, and their associates, required only a single control circuit 
of each kind.4 Each group of functions was performed at high speed for 
all the expected traffic on a one-call-at-a-time basis by the corresponding 
single control circuit. This operational philosophy was to be accomplished 
by a fresh approach to system design using developments in high-speed 
components. In addition to the high speed in the common control units, 
it was necessary to have fast switches, since the operating time of a switching 
network is part of the total holding time of the control circuit operating 
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the network. Accordingly, a network of high-speed switches with a high­
speed control circuit was included. Similarly, since the signaling time is 
part of the holding Hme of the control circuit that receives and registers 
the signals, some form of high-speed signaling was required. It was also 
essential that individual subscribers should have no direct control of the 
holding time of any common control circuit. The great reduction in the 
number of common control circuits and connectors was designed to reduce 
the size and cost of ai central office even if the individual control circuits 
were somewhat more expensive. Furthermore, a speed permitting one-at­
a-time operation also could result in faster service for the subscriber. 

Available, inherently high-speed elements, such as cold-cathode gas 
tubes and thermionic electron tubes, were adopted for the system. A net­
work of high-speed switches with a high-speed control circuit was designed. 
A preset-dialing device in th,~ subscriber telephone set (subset), with trans­
mission of dialing signals to the central office under control of common 
equipment in the office, was selected as a means of eliminating the direct 
influence of subscribE!rs on the holding time of control circuits. A code of 
high-speed signals, suitable for transmission over all existing types of 
telephone facilities, ·with means for customer preselection and office-con­
trolled generation of telephone numbers, was designed into the subset. 
Such a subset is necessarily complex, since it becomes a form of manually 
operated register that stores all digits of a number before transmission to 
the central office. Circuits to control the generation of subset signals from 
the central office and receiver circuits to decode and register the signals 
were constructed. 

3.1.2 Vacuum Tubes and Relays in ECASS 

Cold-cathode, gas .. ,filled diode or triode tubes had already found wide 
telephone application. Special types were designed to have special char­
acteristics for switching use. Three new tubes were used-a diode at each 
crosspoint of the switching network, a screen-grid pentode for the path 
selection processes, and an octode for miscellaneous purposes in the line, 
trunk, number group,. and other circuits. The dry-reed switch, which was 
used as the contact element in many fast relays as well as in the metallic 
talking path through the office, consisted of two permalloy rods sealed in 
opposite ends of a small glass tube that is filled with an inert gas. The 
overlapping ends of the rods were rhodium-plated and normally adjusted 
to have a small gap between them. The application of a magnetic field 
coaxial with the reeds magnetizes the rods and causes them to pull together 
and close a metallic path from one rod to the other. The dry-reed switch 
has an extremely small operate and release time and provides a highly 
reliable, dirt-free contact for low-current applications. Descendants of this 
dry-reed switch became well known and were used in most metallic contact 
switching networks as well as throughout the computer and industrial 
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control industry. Mercury contact relays of a sealed construction were used 
in ECASS where fast operation at heavier currents was required. These 
relays were later widely used in other applications. 

3.1.3 Preset Pulse-Position-Dialing Telephone Set 

To eliminate direct control by the subscriber and to reduce the holding 
time of dialed information receiving circuits, D. B. Parkinson, J. F. Muller, 
K. S. Dunlap, and Malthaner designed a preset telephone set.5

•
6 Physical 

aspects of the telephone set were designed by Parkinson and Muller. The 
internal circuits of the set were conceived by Dunlap and Malthaner. 
H. E. Hill assisted in the detailed mechanical design and construction. The 
number to be called was set up before the handset was removed from its 
cradle. To place a call the subscriber positioned each of the eight finger 
wheels so that the desired number could be read on the edge numbers 
immediately above the lower edge of the finger-wheel frame. A new, high­
speed form of subscriber signaling, called pulse-position dialing, was in­
vented for this system. [Fig. 8-3] In operation, the number was rapidly 
transmitted to the central office when a receiving circuit had been connected . 
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Fig. 8-3. ECASS pulse-position dialing. (a) Called-number signals at about 50 times the 
speed of conventionally dialed digits were sent from the ECASS telephone under control 
of 50-hertz simplex power sent from the central office. These signals, called pulse-position 
dialing, consisted of two pulses per digit: a start pulse at each zero-crossing of the 50-hertz 
control wave and some time later in the 10 millisecond half-cycle interval, a stop pulse. 
Each digit pulse was approximately a single cycle of a 1000-hertz sine wave and the interval 
between a start pulse and its following stop pulse was identified with an associated digit 
value. The digit pulses in consecutive intervals were of opposite polarity. (b) Compressed 
time scale. An interval of at least 3.2 milliseconds was provided after each pulse for possible 
transient lengthening in the transmission medium. A silent interval of two digits was 
provided between the automatic repetition of the entire dialed number. 
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Eight digits were sent for a complete local-area directory number and 
repeated as many times as necessary for establishing the call. 

Although the use of a preset telephone set was not adopted for general 
use specifically to reduce the holding time of central office control circuits, 
the availability of low-cost, large-scale integrated solid-state circuits has 
led to terminals with the same internal functions providing storage of 
telephone number(s) and automatic dialing or pulsing as a customer con­
venience. 

A receiver was designed to operate with the signals generated by the 
telephone sets described above. The dialing system, pulse form, digit code, 
and number format used in ECASS with its generating and receiving 
circuits were the results of transmission investigations started as early as 
1946 by Malthaner, N. D. Newby, and Vaughan. 7

'
8 

3.1.4 The Switching Network in ECASS 

To provide a switching network with the high operating speed required, 
a new crosspoint and new path-selecting arrangement was devised by E. 
Bruce and N. I. Hall employing cold-cathode gas diodes and dry-reed 
relays.9 In addition, this switching arrangement had other desirable prop­
erties: (1) The idle-path testing and selection functions were incorporated 
in the internal controls of the network. (2) Busy sections of the network 
were automatically isolated from the sections tested for subsequent calls. 
(3) Selection of a trunk within a trunk group or subgroup occurred as part 
of the internal controls of the network. (4) Selection of an idle trunk and 
idle switch path in combination reduced blocking. These internal selection 
controls eliminated many of the connector contacts that would have oth­
erwise been required between the switches and external common control 
circuits. 

The network was operated in a novel self-selecting process known as 
end marking. Voltages, called marks, are applied by a number group to 
the line and to the trunk between which a talking path is desired. These 
marks, in conjunction with permanently wired, high-impedance bias volt­
ages on the primary-secondary switch links, caused the cold-cathode tubes 
of associated idle paths to fire and conduct at low current. The essentially 
constant voltage drop characteristic of gas diodes caused the voltage on 
the primary-secondary switch links to shift, thereby marking one input 
lead to each secondary switch of the marked frames. [Fig. 8-4] 

In each control lead connection between line and trunk frames was a 
junctor circuit. Gas diodes between marked secondary switch links and 
idle junctors fired, thereby marking all available junctors. In each junctor, 
a five-element, cold--cathode gas tube was used for path detection and 
selection with a circuit arrangement common to all junctors serving the 
same line frame, aul:omatically ensuring the selection of a single path. 10 
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Fig. 8-4. ECASS switching network schematic. In the ECASS high-speed switching network, 
a cold-cathode gas diode and a dry-reed relay formed the crosspoint. Two of the relay contacts 
are shown in the talking path, and the third is associated with the sleeve or control path. 
The network was operated in a self-selecting process known as end marking. Voltages, called 
marks, were applied to the line and to the trunk or trunks between which a talking path 
was desired. These marks caused the gas tubes of all available paths to conduct. The five­
element, cold-cathode tube in each control junctor at the center of the network was arranged 
as a lock-out circuit so that only one junctor qf those serving the line frame could conduct 
at higher current. The higher current operated the relays along the selected path to complete 
the talking connection. The other relays were held at lower current and voltage. 

If a conduction region through such a negative-resistance gas tube was 
provided with a load impedance of proper value, which was common to 
a similar conduction path through one or more similar gas tubes, only one 
tube ionized and remained ionized, even if firing potentials were applied 
to several tubes either simultaneously or in sequence. This functional ar­
rangement, known as a lock-out circuit, dealt with the simultaneous requests 
for the use of several junctors. The one junctor in which the gas tube 
conducted in its main anode gap effectively first shorted out the bias resistors 
in its voltage supply leads. This permitted a higher value of current to 
flow through the gas diodes along the selected path and caused the op­
eration of the reed contacts associated with the crosspoint relay windings, 
which were in series with the diodes. The control lead contact at each of 
these crosspoints shorted out the gas diodes; with the diodes shorted out, 
a further increase in the current operated relays in the line and junctor 
circuits. These relays caused the high-voltage supplies in the associated 
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junctor to be replaced by lower-voltage sources and the voltage marks on 
the line and trunk terminals to be replaced by ground. This shift of power 
sources permitted the gas diodes, along paths marked but not selected for 
this call, to extinguish but hold the crosspoints at low power level along 
the selected path. With all diodes extinguished, the switching network 
was ready for the next path-selection operation. In this arrangement, the 
average holding time for the network control circuits was about 40 mil­
liseconds, ten times faster than older systems. Removal of the ground at 
the end of conversation resulted in complete release of the associated 
operated crosspoints and junctor. 

Glass-sealed, dry-ireed s'"itches were used for the first time in a switching 
network in ECASS. Subsequently, many commercial networks, including 
non-Bell systems, were buillt using these switches. Some of these employed 
a control (or sleeve) lead through the networlk and a control contact per 
crosspoint for holding the connection. 

3.2 Drum Information Assembler and Dispatcher (DIAD) System 

In 1948, C. E. Brooks, C. A. Lovell, and Parkinson suggested the use 
of magnetic drums as code or data translators and as dial-pulse registers. 
Malthaner and Vaughan then expanded this idea into a design for a com­
plete telephone switching system, constructed in 1952, that used magnetic 
drums for memory elemenlts and various electronic devices for data pro­
cessing and control 1elements. In this system, information from customer 
dialing and on equipment availability and call status was assembled on 
the magnetizable areas of the surface of a rotating drum and dispatched 
from the drum surface to fast control circuits for the various call functions, 
such as the establishment of conversational paths through the switching 
network. In this way, many customers shared control circuits and memory 
common to the entir,e system. From this arrangement of common control, 
the system derived :its name DIAD. Malthaner and Vaughan [Fig. 8-5], 
who formulated the overall plan for the system organization and operation 
and designed many of the electronic information processing circuits, 11 

continued the philos.ophy of a one-at-a-time operation in which a single 
circuit is fast enough to serve all the customers one after another for a 
selected group of functions. 

The DIAD was designed as a heavy-traffic, 10,000-line telephone office. 
Time studies were made to be sure that each common control unit would 
handle the information off1ered to it in the busy hour. The working lab­
oratory system was skeletonized to 27 lines and 12 trunks. A single magnetic 
drum functionally divided into two sections to serve as line drum and 
trunk drum was used together with about 22.00 germanium diodes and 
1100 electron tubes, since :reliable transistors were not then available in 
sufficient quantities or types. 
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Fig. 8-5. W. A. Malthaner (left) and H. E. Vaughan discussing a 
drum information assembler and dispatcher (DIAD) circuit in front 
of the line and trunk bays. The proliferation of electron tubes indicates 
that the era of solid-state devices had not yet arrived. 

3. 2.1 Scanning, Signal Distribution, and Time-Shared Control 

323 

The DIAD experiment was a significant step in the development of 
switching systems. It included and demonstrated for the first time many 
new concepts in the application of electronics to switching. Such appli­
cations were first motivated by the idea of a single, high-speed control 
that would be fast enough to process all calls in a common control system 
on a one-at-a-time basis. This would eliminate connector circuits and con­
tention between markers for access to the switching network and also 
require only one place where changes in call processing and traffic routing 
need be made. DIAD was the first system to demonstrate the feasibility 
of this concept. 

Prior to DIAD, the common control portions of systems were accessed 
through space-division connectors or links. DIAD used the concept of 
scanning for access to the line and trunk periphery of the system. [Fig. 
8-6] This implemented the concept of time division as applied to the system 
control. Each line and trunk was examined periodically at a rate higher 
than the shortest expected signal to learn of call requests and dialed digits 
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Fig. 8-6. DIAD drum and scanner. The memory of the DIAD system was in magnetizable 
cells on the surface of rotating drums. Rotating on the same shaft was a capacitively 
coupled scanning head used as a synchronized input path from lines and trunks. The 
1080 electrodes of the stationary section of the scanner defined an equal number of 
axial areas or slots on the drum surface, each assigned to a corresponding line or trunk. 
All permanent and temporary data for the line or trunk were "remembered" in the 
magnetic cells of the associated slot and were read, and the call-related information 
was altered as required by the system program. The program itself was recorded in 
call-progress marks. 

and to detect busy-idle conditions. The control functions were divided 
into small steps, and decisions were made on each change of state of the 
line or trunk. The steps were applied to each decision point in the logic 
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in much the same manner as in modern action translator or table look­
up systems. Signals originating in the control and sent out over trunks 
were processed by periodically sampling the signals and distributing them 
to the individual trunks represented by slots on the drum. 

These techniques, used for the first time in DIAD, were the forerunners 
of the modern electronic controls of switching systems that take advantage 
of speed by time-sharing. Even the name time slot, widely used in time­
division systems, originated with this application. 

3. 2. 2 Operation of Magnetic Drum and Associated Circuits 

A capacitive scanner was used as a time-division connector from cus­
tomers' lines to the magnetic drum and its associated circuits. The drum 

WRITE X 

--- ----
1 
I 
I 
I 

WRITE 0 

RESIDUAL FLUX 

DISTANCE OR TIME -

READING VOLTAGE 
--------------------------------

DISTANCE OR TIME -

AMPLIFIER OUTPUT 

DISTANCE OR TIME -

(a) 

(b) 

(c) 

Fig. 8-7. DIAD read/write wavefonn diagram. Economical operation of the DIAD 
memory system was based on the ability to alter the infonnation in the cells of a 
drum slot while these cells were still under the same heads just used for reading. 
This single pass operation was possible because the residual flux (a) in a recorded 
cell produced a output reading voltage (b) a short time before the cell reached the 
point at which writing (or erasing) must take place. High-speed logic circuits using 
the infonnation in a combination of cells in the same slot together with any other 
sources of infonnation can cause the magnetic state of any cells in that slot to be 
"immediately" altered (c) as required by the system program. [McGuigan, Proc. IRE 
41 (1953): 1439.) 
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provided for the storage of both temporary and permanent information. 
The magnetic drum and scanner circuits were designed by W. A. Cornell, 12 

Newby, 13 J. H. McGuigan,14 and 0. J. Murphy. 15 One section of the drum 
memory was associated wilth the customer lines and the other section with 
the output side of the switching network, that is, with the trunks. On each 
call, complete information was finally assembled in the trunk section of 
the drum memory and retained there for the duration of the call. A built­
in program directed the processing of information. Program sequence was 
controlled by a seri,es of call-progress marks. Each time a new stage in the 
program was reached, the· call-progress mark in the associated drum slot 
was updated. Inf mmation dispatched from the trunk drum directed the 
operation of the switching network and the signaling to other offices. Each 
group of information, which formed an item of control data, was entered 
on or read from th<.i drum in parallel channels rather than serially in time 
from one channel. 

Each customer was assigned a fixed plate on a line scanner, and the 
line drum slot was indexed by this plate. The scanner inspected each line 
drum slot, as indexed by this plate, about 60 times a second with an 
interval of 16 microseconds for each inspection. All the information re­
corded in the associated slot on the drum was available for reading and 
alteration during each inspection period. Operation of the memory system 
was based on being able to alter the information in the cells of a drum 
slot while these cells were still under the same heads used for reading­
called single-pass operation. 16 [Fig. 8-7] 

A single-pass method of operation was possible because the reading 
output from a cell was available a short time before the cell reached the 
center point where writing was to take place. Thus it was possible to read 
the information in a given cell, or in a combination of cells in the same 
slot, to determine on the basis of this information, together with the program 
or logic of the system and any other available input information, whether 
the information read should be altered. If so, the information was altered 
as the slot passed once under the head, thus reducing the size and com­
plexity of the memory control system. 

Single-pass opexation was important because it offered economies in 
building data processing systems to handle large amounts of information 
rapidly. Estimates ilndicated that to do parts of the DIAD tasks without 
single-pass operation would have required twice as many drum tracks and 
amplifiers and four times as many read/write heads. 

The operation of the DIAD may be visualized by tracing a call through 
the system. [Fig. 8-8] As a customer dialed, the scanning and dialing 
assembler control circuit registered the dialed digits in the drum slot allotted 
to the originating line. After dialing was completed, information was dis­
patched from the drum memory to control the switching network and to 
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Fig. 8-8. Block diagram showing DIAD operation. In a DIAD system, the customer picked 
up the handset of the telephone and after hearing the dial tone dialed the number of the 
telephone he/she wished to reach. The digits were assembled on a magnetic drum that 
served lines in an area parallel to the axis of the drum and permanently assigned to the 
specific line. After collection, the dialed number was transferred to the outgoing trunk drum 
that sent orders to the switching network to set up a conversational path to a trunk to the 
called office. The called-line-number information was passed over the trunk to the in-trunk 
drum in the called office, which completed the connection to the called line. 

send the called line number to the terminating office, where, by similar 
operations, a network path was set up to the called customer. 

The switching network used reed-diode crosspoints in a four-stage array 
quite similar to the network for the ECASS system. (See section 3.1.4.) 
However, a path selection and detection control circuit was not provided 
in every junctor path, but using an economically important suggestion of 
S. T. Brewer, 17

•
18 a much smaller number of control circuits, called "mac­

tors," were electronically activated in the particular set of junctors involved 
when a path selection operation took place. In addition, the establishment 
of a path was reported to and recorded on the magnetic drum, and the 
path could be released at the end of conversation only by orders originating 
at the trunk drum. 

3.2.3 Information Transfer 

In DIAD, information from an external source had to be recorded at a 
particular address on a drum. Information had to be dispatched from a 
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drum to a system control circuit, and, in some cases, from one drum 
location to another. The process was similar in all cases. 

Information was taken from the drum on recognition of a call-progress 
word, and was checked and dispatched to the proper destination. In the 
case of transfer to anotheir drum location, for example, part of the data 
registered was used as an address. The address data was applied to one 
side of a match circuit. Possible addresses, one of which identified the slot 
to which the data was to be transferred, were read from the drum and 
applied to the other side of the match circuilt. When the address in the 
register and one from the drum corresponded, a match pulse was generated 
that wrote the information on the drum. A new call-progress mark was 
written at the same time as the transferred data in a single-pass operation. 
[Fig. 8-9] 

3.2.4 Related Innovations 

Two other switching-related suggestions of interest explored the ap­
plication of bulk memory. They were centralized repertory dialing and 
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Fig. 8-9. DIAD drum-to-drum transfer of data. In DIAD operations, information was as­
sembled in the slots of the first magnetic drum (left), dispatched to control registers and 
transferred to the second magnetic drum (right) under the control of the logic section shown 
between the two drums. The logic section was driven by the information in the call-progress 
marks on the two drums. [Malthaner and Vaughan, IRE Trans. EC-4 (1955): 25.] 
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semiautomated directory assistance. The first of these was made a direct 
adjunct to the DIAD system described in the preceding sections. Provisions 
were made by Malthaner and Vaughan for a centralized repertory-dialing 
service in which the customer could produce, alter, check, and call into 
use a list of frequently called telephone numbers. 19 In the checking process, 
numbers previously placed in repertory memory with its short identifying 
number were audibly read aloud to the customer on demand. This was 
a precursor of services that came into use in the early 1980s. Such services 
used spoken language responses to telephone inquiries on stock prices, 
airline schedules, and other information from computer-controlled data 
storage. 

In the semiautomated directory-assistance service, designed by D. W. 
Hagelbarger, W. G. Hall, and Malthaner, an information retrieval system 
was provided in which a plurality of operators obtained access to a machine­
readable storage file on a time-sharing basis.20 To reduce the time required 
for searching through the file, indexing arrangements were prqvided so 
that request information (name, address, type of business, etc.) from dif­
ferent operators was compared as accumulated character by character with 
index information until the location of the requested telephone number 
was identified with sufficient precision for the display of a short list of 
numbers to the requesting operator. Further €xploratory efforts eventually 
resulted in the use of computerized directory-assistance systems. Later 
exploratory developments were undertaken on time-shared informa­
tion retrieval systems. (See Switching Technology (1925-1975), Chapter 11, 
section 2.7.2.) 

3.3 Experimental Solid-State Exchange (ESSEX) 

In theory, both transmission and switching may be space-, frequency-, 
or time-divided. All three of these methods have been used for trans­
mission systems. Frequency-divided switching has been explored but has 
always been more costly than the other alternatives. Time-division tech­
niques, on the other hand, have received extensive attention throughout 
the world with the advent of high-speed, solid-state devices. Research at 
Bell Labs on time-division switching, then called time-separation switching, 
was started in 1949. In 1976, the Bell System started the first commercial 
use of digital time division in toll switching offices. This was made possible 
by research and the advances of the preceding decade in solid-state tech­
nology and time-division techniques. 

An example of time-division switching at Bell Laboratories was the 
experimental model of a communication system called ESSEX. This system 
for the first time applied new design concepts that integrated and solved 
simultaneously the fundamental problems of digital telephone switching 
and transmission. Extensive use was made of discrete transistors for logic, 
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memory, and gating functions for the first time. This experiment was 
devised by Malthaner, Vaughan, and their associates. 21 

3.3.1 ESSEX System Concepts 

There were four importamt, interrelated points involved in the ESSEX 
concept. The first was that line concentrators were used near the customers' 
premises with only a few efficiently used wires connecting the concentrator 
to the central office. Second, switching at a concentrator-between the 
many customer lines and the fewer pairs to the central office-was time 
divided. During a conversation, users shared in rapid succession a single 
transmission path to the central office, and each caller used the path re­
petitively at a rate high enough that the interruptions for other callers 
were unnoticed. Third, the high speed of the switching elements permitted 
the use of coded digital transmission between the concentrator and the 
central office. Voice-frequency signals were sampled, and each amplitude 
sample was coded into a group of binary pulses identifying the amplitude. 
This is called pulse-code modulation (PCM). The coded group of pulses 
was then sent over the transmission medium. Control pulse groups of the 
same form, transmitted from the central office to the concentrator, deter­
mined which user was connected in each interval. The fourth point in the 
ESSEX plan was that the PCM signals were connected directly through 
the central office by time-division switches. Voice-frequency signals existed 
in analog form only in the user's telephone and the serving concentrator, 
not more than a few hundred yards away. At the concentrator, the voice 
was sampled many times per second, and each sample was switched to 
a coder shared by aU the telephones served by the concentrator. The voice 
then remained in coded form to the office, through the office, and to the 
concentrator serving the called telephone. There, it was reconverted to a 
voice-frequency analog signal for delivery to the called telephone. The 
switches in time-division systems operate faster than those used in a space­
separation switching network. They operate at each time slot. Solid-state 
switches, circa 1959,. were sufficiently fast that speed was no problem in 
the ESSEX demonstration. 

The line-concentrator arrangements in ESSEX used the multiplexed trunk 
transmission paramEiters of a PCM transmission system, Tl carrier, then 
being developed. 22

•
23 Basic designs of the coding, decoding, and companding 

equipment were supplied by H. M. Straube, C. P. Villars, and their associates 
in the Bell Labs Transmission Development Department. In addition to 
reducing the amount of equipment and number of cable conductors re­
quired, a uniform-quality, fixed-loss path was achieved between voice­
frequency terminals, independent of the distance and number of switching 
points between them. The effects of crosstalk and noise buildup were 
removed by regeneration oJf the coded signals. Since the code specifies the 
volume and quality, these are independent of distance. 
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3.3.2 The Remote Concentrator 

A concentrator module consisted of a remote unit and a central unit. 
In the remote part of the concentrator, as many as 225 voice-frequency 
lines were switched to three cable pairs that carried digital signals to and 
from the central unit. One pair took PCM signals to the central unit. The 
second brought PCM signals from the central unit. And the third brought 
control words from the memory in the central unit. Each line required a 
line circuit, which contained a gate and a filter. The line circuit was the 
lowest order module in the system, and these circuits were added only as 
customers were connected to the concentrator. The ensemble of line circuit 
packages made up a switching stage that was controlled by a selector and 
used resonant transfer of voltage amplitude samples, as invented inde­
pendently by Lewis24 [Fig. 8-10] and by H. B. Haard and C. G. Syala of 
L. M. Ericsson.25 The output of this stage was a two-wire pulse-amplitude­
modulation (PAM) bus with 23 time slots or channels for use on links to 
the central office. The memory controlling the selection of the gates was 
located at the central point. The information was sent over the control 

Fig. 8-10. W. D. Lewis, who made fundamental 
contributions to microwave and mobile radio re­
search, and provided leadership in electronic 
switching research. 
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pair of wires as an eight-bit word in each time slot. Each word designated 
to the selector a line gate number and selected one of 255 gates. 

The two directions of PAM transmission on the time-divided bus must 
be separated so that the signals can be handled in each direction on the 
proper PCM pair. This conversion was accomplished by a circuit called a 
time-division hybrid. 26

'
27 It permitted a signal to pass from a line to a send 

bus or from a receive bus to a line but never permitted a direct connection 
between the send bus and the receive bus. PAM signals on the send bus 
were coded into seven-bit PCM signals and sent to the central point. 
Incoming PCM signals were decoded and presented to the two-wire bus 
and, in turn, to a voice-frequency line. The line circuit was a passive circuit, 
and all the signal power needed was supplied by the common receiving 
amplifier in the receive bus. Timing signals needed for the operation of 
the remote unit were generated by a local clock slaved to a master dock 
at the central switching point. Whenever there was a choice between 
locating equipment in the concentrator or in the controller, the controller 
was chosen, since, being at the central point, it would be both in a more 
controlled environment and more accessible for maintenance. 

3.3.3 The Concentrator Central Unit 

The unit in the central office for the concentrator module was made 
up of digital circuits that included the memory to control both remote and 
central switches. [Fig. 8-11] Three recirculating serial memory units were 
used in each controller, each circulating 192 bits or 8 bits for each of the 
24 channels. One memory unit stored the list of active line gate numbers 
for operation of the remote line unit. One stored words to control the 
operation of the central switch gates associated with the same concentrator. 
In addition, the third memory unit stored code words, called call-progress 
words, concerning the states of the calls being handled. The complete 
memory could be searched every 125 microseconds to determine which 
channels were busy or idle or to obtain any other pertinent information. 

Binary-coded pulses were transmitted through a magnetostrictive delay 
line memory. Each line was a 3-mil Supermendur wire (see Physical Sciences 
(1925-1980), Chapter 12, section 1.1.4) with a solenoid around one end as 
an input transducer and a similar solenoid at the other end as an output 
transducer. Electrical impulses were impressed magnetostrictively on the 
line in acoustic form. The magnetostrictive effect was used at the output 
solenoid to convert back to electrical impulses. The output of the delay 
line connected to the first stage of a shift register, and the last stage of 
the shift register fed pulses back into the delay line to complete the memory 
loop. These magnetostrictive ultrasonic delay lines were the responsibility 
of D. A. Aaronson and D. B. James,28 with mechanical design by Muller. 

The most complex part was the logic, which controlled the generation, 
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Fig. 8-11. Experimental solid-state exchange (ESSEX) concentrator. It enabled 2!>5 telephone 
lines to access 23 pulse-code-modulation (PCM) channels to the central unit. In the remote 
unit of an ESSEX concentrator, speech samples of a group of lines were scanned at an 8-
kilohertz rate and pulse-amplitude samples of up to 23 active conversations were interleaved 
or pulse amplitude modulated on a common bus. Each line delivered, in tum, an outgoing 
speech sample and received a sample it was to hear. On the shared communication medium 
to the distant central office, each speech sample appeared as a train of pulses representing 
in binary code the amplitude of the corresponding speech sample. Separate pairs carried the 
sent (S) and received (R) codes for amplification and regeneration as required enroute. Timing 
and control information needed for operation of the remote unit were transmitted on a third 
pair (C) in similar PCM form from the central unit to the concentrator. 

interpretation, and modification of call-progress marks. Some of these 
marks were operating orders to and from the common control. Supervisory 
information from the remote unit was held in the circulating delay-line 
memory, and logical operations were performed on this information when 
necessary. Control of ringing, supervisory tones, and answer indications 
were handled in this section. 

3.3.4 Central Stage Switches 

The central stage switches or junctor gates were simple AND gates that 
passed digital signals unilaterally. This was another advantage gained by 
the use of PCM.29

-
30 The gate handled low power; and the selector, which 

used a five-bit input to mark one of 32 pairs of switches, was simple. The 
central switches for each concentrator wert connected to the central 
switches of all other concentrators by junctors on a space-separation basis. 
Thus, each concentrator had access to all other concentrators and trunk 
units, called trunkors, that interfaced the internal digital signals to analog 
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voice frequency trunks and to junctors to other office modules over 32 
separate space paths in any of the 23 time slots. A call from one concentrator 
to another used the same time slot in each concentrator. The switching 
plan had four stages, one stage in each remote unit and one for each 
associated central unit. [Fig. 8-12) A two-stage switching plan for the 
central unit was selected principally because it permitted intermodule and 
intramodule calls to be handled in almost the same way and permitted a 
convenient arrangement of the central switch control memory. 

Some blocking occurred because of the concentration to 23 channels 
and because of time-slot mismatch. To obtain practically high enough 
usage with reasonable avoidance of blocking when calls are routed through 
many stages of time-division switching, means had to be provided for 
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Fig. 8-12. ESSEX concentrator central unit. Each ESSEX line concentrator had an associated 
central unit with three memory sections, each recirculating a serial pulse train of binary­
coded words. The line-gate-number memory stored the list of active line gate numbers for 
operation of the remotEi line unit. The junctor-gate-number memory stored words to control 
the operation of the central stage switch gates associated with the same concentrator. The 
call-progress memory !ltored code words concerning the states of the calls being handled. 
Words in the memories could be used for control in parallel or serial form and could also 
be received or transmitted in either fashion. 
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changing the time slot occupied by a call as it proceeded through the 
system. There were a number of ways of providing time-slot interchange. 
In one method, a delay line or clocked shift register one frame long with 
taps at time-slot intervals was added at a switching point as a junction in 
the transmission path. Gates provided at each tap for extending the trans­
mission path were controlled by tap gate numbers stored in memory. 

The time-slot interchange was one of the basic switching principles 
required for time-division switching to realize the benefits of synergy with 
time-division transmission. While on leave from the University of Tokyo, 
H. Inose, working with J. P. Runyon, conceived the idea of time-slot 
interchange for time multiplex switching. This invention, like many other 
concepts in ESSEX, has become one of the basic ingredients of all subsequent 
digital, time-division systems.31 Later, Inose calculated the benefits derived 
from this concept32 and, while under contract with Bell Laboratories, 
he and his students made a number of other research contributions to 
switching. 

3.3.5 Supervision, Dialing, and Ringing 

The handling of telephone calls requires many auxiliary functions. De­
tection of on-hook and off-hook line conditions to determine the start or 
end of customer calls was done by scanning. The central control sent out 
a line number code in the 24th time slot, which was reserved for this 
interrogating purpose. Every fourth frame, a new number was sent to the 
remote unit, so that 255 lines in each concentrator were scanned in about 
one-eighth of a second. If action was called for, the result of the scan was 
stored in the call-progress-mark section of the memory. 

All tones and signals originating at the central unit were generated 
directly in digital form as PCM codes. Digital ringing signals at voice power 
levels were applied through a separate gate for each concentrator receive 
pair, and audible ring in digital form was applied through a separate gate 
for return to the originating end of the circuit, providing full access to all 
23 channels. Conventional 20-hertz ringing was possible by adding circuit 
elements in the line package capable of passing the higher power levels. 
Busy and other tones in PCM form were switched in the same way. Trunk 
splitting was also accomplished by proper operation of these time-shared 
gates. The simplicity of this arrangement for applying special tones and 
gaining access to link connections is one more advantage of digital time­
division switching demonstrated by the ESSEX experiment. 

3.3.6 Delay, Synchronization, and Timing 

Synchronization of digital offices and their transmission lines is a subject 
that engaged the attention of many Bell Labs researchers during the early 
days of digital, time-division switching. In 1969, J. R. Pierce discussed the 
problem of synchronization in digital networks and concluded that with 
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good clocks, buffer1:;, and delay lines, there should be no trouble in syn-­
chronizing a nationwide network. 33 

The synchronization of a point-to-point, four-wire, PCM transmission 
system was relatively straightforward. A clock timed the sending end, and 
the receiving end was slaved to it. The same operation was used in the 
opposite direction. Synchronization between the two directions was not 
required. In the ESSEX system, which extended the PCM signals to the 
two-wire switching points at the remote terminals, overall synchronization 
was necessary. Unless all switches operated at the proper time, chaos 
would have reigned. The transmission delay, about 7 microseconds per 
mile for cable pairs, complicated the problem. Since the junctor gates for 
a particular conversation operated once per frame, PCM signals from a 
concentrator had to arrive at the central stage switch at the same time as 
PCM signals being sent to the concentrator; signals in the two directions 
had to pass each olther at the junctor. If the loop transmission delay was 
one frame (or an integral multiple of frames) long, this phase requirement 
was met. The loop transmission delays of remote concentrators at different 
distances from the switching centers varied accordingly. These delays could 
be made an integral multiple of frames and maintained continuously by 
the insertion of an adjustable delay pad in the appropriate lead, one of 
several synchronization solutions proposed by M. Kamaugh. A magne­
tostrictive delay line was used for this purpose, and its effective length 
was servocontrolled by comparing the output of the delay line to the 
master clock and generating error signals, which caused the input transducer 
to be physically moved allong the magnetostrictive wire. [Fig. 8-13] 

The clock at the remote unit was a crystal--controlled unit slaved to the 
master clock at the office module. Counting circuits in the remote unit 
produced timing pulses at submultiples of the clock frequencies. Once 
every 125 microseconds, a framing signal was sent in the 24th time slot 
on the receive pair to the remote unit. When this signal was recognized, 
all counting circuits were checked, and, if out of frame, they were reframed. 

3.3. 7 Impact of ESSEX on Switching Technology 

The ESSEX expEiriment: engaged the attention of those throughout the 
world interested in developing systems to be implemented with only solid­
state devices using digital, time-division techniques. The articles about the 
ESSEX system are among the most quoted in switching literature. By the 
late 1960s, the further research, planning, and exploratory development 
of the concepts triggered by ESSEX reached a point at which development 
of the first stored-program-controlled, digital, time-division switching sys­
tem became a reality. 

In 1966, Vaughan, one of the principal architects of the ESSEX program, 
transferred to the switching development area and assumed responsibility 
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Fig. 8-13. Magnetostrictive delay line. Memory units, such as the line-gate-number memory, 
in the ESSEX system were magnetostrictive delay lines that held serial pulse trains of binary­
coded words. Together with a 15-stage shift register, a recirculating loop operating at the 
clock rate of the system was formed for 24 words of 8 bits each. The information in the 
shift register could be examined and transmitted to external circuits in serial form as line 
gate numbers to the remote unit or in parallel form to the call-progress decoder-coder. Parity 
check circuits checked for data errors. 

for completing part of the development of the stored-program-controlled 
lESS switching system. (See Switching Technology (1925-1975), Chapter 12, 
section I.) By 1969, switching was well along toward developing a space­
division system. By stimulating vigorous exploratory development of digital, 
time-division switching, Vaughan was able to tum the proposed devel­
opment towards digital, time-division switching as originally proposed in 
ESSEX. This led to the realization in 1976 of the first commercial, digital, 
time-division switching system employing stored-program control. It pro­
vided the very large initial capability for serving 107,000 trunk circuits 
and for the processing of 550,000 calls per hour. 

IV. DIGITAL SWITCHING RESEARCH 

With the advent of the batch manufacture of integrated circuits, resulting 
in a drastic reduction of the cost of electronic equipment, the design of 
switching systems utilizing digital rather than analog components became 
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very attractive. This was enhanced by the fact that digital circuits operate 
with less stringent requirements than linear analog circuits. In addition, 
digital circuits are useful in large arrays. Switching researchers began to 
investigate the possible advantages of using digital methods to perfom, 
all of the functions of communication system elements that were commonly 
done with more conventional analog electronic circuits. These system ele­
ments included networks, filters, signaling detectors for dial pulses, Touch­
Tone, single-frequency and multifrequency signals, tone generators, and 
code converters. Moreover, minicomputers, microprocessors, and inex­
pensive digital logic memory provided new means for implementing digital 
controls and networks, which stimulated the study of such topics as the 
switching of data and large-bandwidth signals as well as digitized voice. 
Digital signal-processing units were constructed that were programmable 
to allow any of a large variety of tasks on demand and that could be 
multiplexed by time-sharing the circuitry to perform several of these tasks 
simultaneously. Thi~ multiplexed use of a single conductor by many signals 
and the implementation of hundreds of gates on a single integrated-circuit 
chip so reduced the complexity of the central switch network elements 
and junctors that they were no longer the dominant cost components of 
switching systems. The attention of researchers turned to exploring new 
ways to interface the analog signals of the outside telephone plant to the 
digital world of the low-cost switch built from integrated circuits. New 
architectures for networks and their control emerged. New concepts were 
experimented with, such as systems combining switching and transmission 
functions, systems switching both voice and data signals, and sophisticated 
loop and packet systems. 

4.1 The Digital Wire Center 

Research models of several switching systems were constructed by 
H. S. McDonald and J. H. Condon and their associates in the mid-1970s 
to prove the feasibility of the newest digital techniques for subscriber 
switches.34 One system plan was the Digital Wire Center, which performed 
all of the functions of call switching, patching, maintenance access, and 
testing for the wire center. All of the connections between the lines were 
to be done with a single digital switching fabric and controlled by a master 
common control. The digital remote switch unit of the Digital Wire Center 
was built to explore the technology of interfacing the subscriber plant to 
the digital network. The remote switch unit was designed to provide full 
subscriber service to a small number of lines (less than 2000) with equipment 
located near the subscribers, as in a shopping center or housing complex. 
It constituted most of a complete switching system except that it relied on 
a remote common control for path finding, translation, and record keeping. 
To reduce the conltroller data rate, the remote switching unit contained 
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an autonomous scanner and service circuits controlled by small computers 
that also performed digits analysis and network control operations. The 
scanner was connected to the line interface units via a path through the 
network, as was the control for ringing and testing. The service circuits 
used a programmable digital processor designed by H. G. Alles.35 A small 
switching system was proposed for economics studies, using the results 
of the remote-switch-unit hardware experiments but not encompassing 
all of the nonswitching functions of the complete Digital Wire Center 
version, such as managing the transmission terminal equipment. This sys­
tem was called the small digital switch (SOS). 

The research switching systems incorporated an interface unit for each 
pair of wires homing in on a node (wire center) with the functions required 
to terminate the line or trunk pair on the switch units. They contained 
per-line analog-to-digital and digital-to-analog converters with associated 
low-pass filters and digital multiplexing circuits. Much of the cost of the 
switching system resided in these plug-in interface units, and their cost 
was critical to the economics justifying digital local switching. To reduce 
the cost of the interface units, a very simple analog-digital codec (coder/ 
decoder) was used. 36 Its simplicity was achieved at the expense of a high 
data rate (288 kilobits/second). By encoding first into delta modulation 
and then converting into a 32-kilohertz (kHz) differential PCM, the precision 
low-pass filters were greatly simplified, and complex analog components 
such as sample and hold circuits were eliminated. 

While the DIAD experiment (see section 3.2) pioneered in time-shared 
controls, the Digital Wire Center introduced a very important concept in 
control access beyond DIAD scanning and signal distribution. In the Digital 
Wire Center, these functions take place using the same time-division net­
work used for the PCM speech paths. The Digital Wire Center system 
experiments also introduced digital signal processing into the signaling 
generators and detectors. These experiments demonstrated that if digital 
techniques are used and large-scale integrated circuits are applied to tele­
phone switching, significant reductions in wire, space, power, and equip­
ment were possible. In 1975, an internal cost study showed the viability 
of the SOS approach 37

•
38 (in the reference, the SOS system is referred to 

as the research switch) and played a significant role in the decision to 
build the SESS switching system. The introduction of the SESS switching 
system and many other digital local switches confirmed the conclusions 
arrived at in this work. 

4.2 The Experimental Digital Switch (XDS) 

As the issue of the economic justification of digitally implemented local 
switches was resolved, the research effort was directed toward the new 
services that might result from digital networks having new architectures 
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Fig. 8-14. The Experimental Digital Switch (XDS) architecture. This system incorporated a 
unique intelligent network processor at its heart, which performed the switching function 
by executing pairs of memory-to-memory transfer instructions. Two line interface units are 
shown. The bit processor and digital filter performed the scanning, tone detection, and tone 
generation functions. The call processing program resided in the common control processor. 

and capabilities. Alles, C. Christensen, R. W. Lucky, and their associates 
constructed a digital system prototype, called XDS (Experimental Digital 
Switch), that merged processing logic and interconnection logic to form a 
new type of network that had capabilities for providing new types of 
communications services. 39 The network became much more than an in­
terconnection medium that supported similar paths carrying speech signals. 
Each path could bie different in bandwidth and could contain processing 
for conferencing or data analysis. [Fig. 8-14] This prototype system provided 
telephone service for a small group of researchers at Bell Labs during 1979 
through 1981. The design ,of an enhanced multiple XDS module architecture 
with the capacity l:o switi:h more than 100,000 data and voice lines was 
reported in a 1981 publication by R. D. Gordon, Alles, and G.D. Bergland.40 

4. 2.1 Systems Concepts in XDS 

The unique feature of the experimental digital switch system was the 
intelligent network processor. 41 This specialized high-speed processor per­
formed all the required switching functions. Data moving into and out of 
the network appeared at fixed memory locations within the address space 
of the network processor. This specialized central processing unit accom-
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plished the switching function by executing load and store operations to 
establish the required connections. Other instructions could process the 
data as it moved through the network to provide services such as con­
ferencing, companded/linear conversions, data switching, and program­
mable gain adjustment. 

The flexibility of the programmable network allowed all of the control 
and status information to be collected from the individual line interface 
units and presented as one composite digital signal to a special bit processor. 
The bit processor generated or received status and control information 
such as scanning, line supervision, and ringing control. This programmable 
processor could gather and monitor 128 digital data streams and generate 
128 digital control streams at the system's 8-kHz sampling rate. 

4.2.2 Intelligent Network Processor 

All data flowing into and out of the XDS system was switched through 
the intelligent network processor, which was composed of memory, logic, 
and input-output, all of which were tailored to the job of processing 
hundreds of signals simultaneously. Within the address space of this pro­
cessor were dedicated locations, each receiving the data flowing into the 
system from a specific line unit. These memory locations received an 8-
bit appropriately coded PCM sample developed by the line interface unit, 
referred to as the "mouth" sample data, along with up to 8 bits of additional 
status and signaling information. For each line interface unit, there was 
a second dedicated location into which the network stored 16 bits of data 
to be delivered to the line interface unit. The 8 bits of outgoing PCM data 
within this 16-bit word was referred to as "ear" sample data. During one 
sample period, the network completely executed a 1500-word program 
that contained the required load and store instructions. The memory lo­
cations that actually provided and received the mouth and ear samples 
were double buffered so that the information remained static for the com­
plete sample time. The instruction repertoire of the network processor was 
designed so that a pipelined execution scheme could be efficiently employed. 
[Fig. 8-15] 

Of the 16 bits of data flowing from and to the line interface units 
through the intelligent network, only 8 bits were used for voice data. The 
other 8 bits could be used for control, signaling, and digital data to and 
from the customer's facility. This digital stream could support many in­
dependent data paths, multiplexed and demultiplexed at the customer's 
facility and at the line interface unit. In particular, one such data path 
could be a burglar-alarm security bit transmitted at a very low rate. 

The conference calls feature enabled three or more customers to be 
connected simultaneously so that each could hear and talk with the others. 
While providing such a service was straightforward in analog networks, 
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Fig. 8-15. Intelligent network processor. The fabric of 
the XDS network differed substantially from previous 
electJ:onic switching systems. It performed the switching 
function by executing a series of computer instructions 
on a high-sp1~ed network processor instead of closing 
metal contacts or filling time slots. 

it was more difficult in digital networks because arithmetic must be per­
formed on the many PCM voice samples at the sampling rate. One type 
of network instruction was used to fetch the 8-bit specially coded PCM 
voice sample and convert it into a 13-bit linear digital representation, 
which was added to an accumulator in the processor. This instruction was 
applied to the mouth sample of each participant. A second instruction 
distributed the accumulated value. That instruction must again fetch the 
mouth sample of lthe participant, convert it to a 13-bit linear sample, 
subtract it from the accumulated value, convert the difference to the 8-bit 
specially coded PCM voice sample, and store the result in the ear buffer 
location of the par1icipant. The introduction of loss and scaling was also 
accomplished during this operation. 
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The packet mode of operation was introduced to increase the utilization 
of allocated channel bandwidth for applications that were delay tolerant 
and presented a bursty communication load. The intelligent network pro­
cessor and a programmable list processor supported the base-level packet 
protocol. Complete packets received from the subscriber by the subscriber's 
link interface were prefixed with the packet length, queued, and subse­
quently transmitted to the network processor over the allocated packet 
mode channel. The network processor switched all of the bytes received 
over the subscriber's packet mode channel to a list processor channel that 
had been configured to collect nonidle characters in a buffer. Once a number 
of nonidle bytes equal to the prefixed packet length had been received, a 
packet arrival interrupt was generated. When a packet was transmitted to 
a subscriber, it was transmitted one byte at a time by a list processor 
channel. The list processor fetched each byte from the buff er at a rate that 
matched the allocated packet channel bandwidth and presented it to the 
intelligent network processor. The network processor switched the data 
to the destination subscriber's output memory locations. After the entire 
packet had been transmitted, a packet departure interrupt was generated. 
The feature processor then prepared the next queued packet for transmission 
to the subscriber. 

4.2.3 Multiple Module Networks 

When the switching capacity of one intelligent network processor is 
exceeded and it is no longer possible to find a free instruction within the 
network's switching program, it becomes desirable to provide a large XDS 
switching network by interconnecting multiple modules, using a time­
division multiplexed space switch. A network system was constructed in 
which each module consisted of an intelligent network processor, list pro­
cessor, and central processing unit. The space switch provided each module 
with 512 output memory locations whose contents were broadcast at the 
end of each sample period over a bus dedicated to the module. All other 
modules in the network could listen to this bus (or the bus dedicated to 
any other module) and latch one or more samples from the other mod­
ules into the 512 input memory locations connected to the space switch. 
[Fig. 8-16] 

Each module did not need to be loaded with a complete repertoire of 
feature software packages. Although frequently accessed software appli­
cations would be loaded into each module, less often accessed features 
could be provided in as few as two modules. When a line required a 
service that was not provided by the software loaded into the module to 
which it was connected, a simple path was established through the space 
switch to a module that had the required feature software. All of the status 
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Fig. 8-16. The multiple module XDS system architecture. Up to 100 individual XDS modules 
could be interconnected using a large time-division multiplexed switch. Each module controlled 
and transmitted informalion on its own bus and received information from any of the other 
buses. Programs could be stored in separate modules and yet be used by all modules. For 
example, the Plain Old Telephone Service (POTS) feature is shown in all modules; the coin 
telephone program (COIN) is only shown in two modules but could be used by any of the 
modules. 

and control information associated with the communication link could be 
switched through th1e space switch so that the remote module could perform 
all of the needed control and signaling operations without having to gen­
erate and send control packets to the module physically connected to the 
link. The switched appearance of the line was functionally identical to the 
line's appearance within the first module. 

4.2.4 Impact of XDS on Switching Technology 

The designers of the XDS architecture foresaw the utility and economic 
feasibility of having dedicaLted-line interface units for passing control and 
voice information through the network together, and of a multimodule 
construction that would provide both n + 1 sparing and modular growth. 
They foresaw the advantagies of digital voice, synchronous data, and packet 
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data in the same network fabric to provide a wide variety of experimental 
data and voice services. 

The intelligent network concept found its way into new PBX systems 
because it provided a reasonable way of providing digital conferencing. 
The idea of having load and store operations serve as the network fabric, 
instead of crosspoints or time slots, provided tremendous versatility for 
providing services beyond Plain Old Telephone Service. 

The problems of economically switching very low data rate, long holding­
time calls were solved effectively in the XDS architecture. Using the sub­
rate switching schemes developed by Gordon42 and R. A. Thompson, 43 

24-hour-per-day holding-time calls of very low bit rates became economical. 
This meant that fire- and burglar-alarm lines could be switched auto­
matically instead of manually at the mainframe. This would be a major 
benefit in areas experiencing congestion in main distribution frames. 

The modular expansion architecture of XDS permitted an effective par­
titioning of both hardware and software functions. Modules could be 
specialized to provide certain functions, and traffic from other modules 
could be switched to that module through the intermodule communication 
network. 

The XDS architecture gracefully handles data and voice traffic together. 
The convenience of this combination became very clear during experiments 
with data/voice services. 

4.3 Data Switching Experiments 

While the experimental digital telephone systems were being built, work 
was underway on studying the effect of low-cost logic and memory on 
new ways of communicating signals, especially digital signals. Research 
was done on ring-type switching-transmission schemes that showed 
promise of efficiently handling a wide variety of digital communication 
signals by collecting bits into a packet and preceding them with an iden­
tifying header so packets could be merged onto a shared, high-speed digital 
highway. Although the schemes originated with early proposals made in 
an unpublished internal memorandum in the 1960s by a research study 
group led by Lewis, the first experiment to demonstrate what has come 
to be known as Local Area Networks (LANs) was performed by W. D. 
Farmer and E. E. Newhall in 1970.44 Subsequently, Pierce proposed a data 
ring in which data blocks are inserted into vacant time slots as these occur 
on a synchronous transmission ring.45 The system topology was that of a 
dual-redundant ring closed at a central office that served a number of 
such rings. A "Pierce ring" was implemented by C.H. Coker in 1971 for 
interconnecting a series of computers used in speech research.46 

Several experimental systems were built and found practical use for 
communications within Bell Laboratories. One by D. R. Weller operated 
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at 3 megabits per second and used central pooling for control. It served 
as a peripheral bus to interconnect a large number of terminals and small 
computers to a larger central computer.47 A second interbuilding system 
called Spider was constructed by A.G. Fraser and was used for computer­
to-computer communications at high data rates over distances of many 
miles.48 It used Tl carrier links, and each terminal supported many virtual 
circuits so many different processes could use the same port. The Spider 
system contained a microprogrammed controller providing many mainte­
nance and administrative functions as well as controlling the basic mul­
tiplexing. 

In these early data switching experiments, the switching research was 
mostly concerned with dynamic multiplexing to use the transmission me­
dium more efficiently rather than to provide access to many other sub­
scribers. To providEi a very large number of interconnections, Fraser ex­
tended the control concepts demonstrated in the Spider system into a 
packet switching system that had extended growth capabilities and was 
adaptable to many types and rates of transmission links. The system, called 
DATAKIT* packet switching apparatus because of its modular nature and 
expandability, capitalized on low-cost memory and logic to build queueing 
elements in the line and trunk interfaces. The switching information was 
contained as an address in the header portion of a data packet. As the 
switches routed the data, this address information was updated in order 
to steer the data along the route until, when the packet was delivered to 
the final destination, the address identified the sender. The switching mod­
ule operated in a high-sp~ed serial mode processing data at 7 megabits 
per second. The centralized common control negotiated with a port for 
the connection information and then down-loaded a route for the virtual 
circuit into the app:ropriat1:! switching modules. 

4.4 Digital Switching and Computer Science 

Switching research has had a large impact on the technology of modem 
telephony, starting with the concept of digital, time-division switching 
that led to the 4ESS switching system. Research demonstrated techniques 
of signal encoding, digital signal detection, and digital switching architecture 
that have become important in local digital switching systems and modern 
PBXs. Large switching systems and the functions of these systems have 
become more computer-like and more software driven. This trend is ex­
pected to continue until computer and switching system technology become 
indistinguishable. Switching research has turned into computer science 
and computer technology, 

• Trademark of AT&T. 
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Chapter 9 

Computer Science 

Bell Laboratories work on computers grew naturally out of the technologies 
of telephone switching (for digital computers) and transmission (for analog 
computers). Notable early achievements were the Complex Number Computer, 
a relay digital machine conceived in 1937, and the M-9 analog computer, used 
effectively for antiaircraft gun control during World War II. The invention of 
the transistor at Bell Laboratories in 1947 launched the solid-state revolution 
in device electronics that led directly to modern computers. As attention to 
software grew, Bell Laboratories people originated a series of languages and 
operating systems, including SNOBOL string manipulation language, the C 
programming language, and the UNIX* operating system. In other areas of 
computer science, contributions ranged from techniques for processing text and 
speech to new computer networking arrangements, combinatoric algorithms, 
and studies of computational complexity. 

I. INTRODUCTION 

Basically there are two varieties of modem computers, analog and digital, 
corresponding respectively to the much older slide rule and abacus. Analog 
computers deal with continuous information, such as real numbers and 
waveforms, while digital computers handle discrete information, such as 
letters and digits. An analog computer is limited to the approximate solution 
of mathematical problems for which a physical analog can be found, while 
a digital computer can carry out any precisely specified logical procedure 
on any symbolic information, and can, in principle, obtain numerical results 
to any desired accuracy at a very rapid speed. For these reasons, digital 
computers have become the focal point of modern computer science, al­
though analog computing facilities remain of great importance, particularly 
for specialized applications. 

It is no accident that Bell Labs was deeply involved with the origins of 
both analog and digital computers, since it was fundamentally concerned 
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with the principles and processes of electrical communication. Electrical 
analog computation is based on the classic technology of telephone trans­
mission, and digital computation on that of telephone switching. Moreover, 
from its very inception, Bell Labs found itself with a rapidly growing load 
of design calculations, performed partly with slide rules but mainly with 
desk calculators. The magnitude of this load of tedious routine computation 
and the necessity of carefully checking it indicated a need for new methods. 
In 1928, a design department, heavily burdened with calculations on complex 
numbers, specifically asked the Mathematical Research Department to suggest 
possible improvements in computational methods. (See Chapter 1, section 
1. 1.) At that time, however, no useful suggestions could be made. 

II. EXPEDIENTS FOR COMlPUTING WITHOUT COMPUTERS 

By 1928, the Bell Labs Accounting Department was making extensive 
use of punched-card equilpment for cost accounting. This mechanical 
equipment was, from time to time, used by technical departments with 
extensive statistical jobs; in addition, members of the Mathematical Research 
Department made valiant efforts to use it for more purely mathematical 
problems, but with little success. The then-available logical capabilities of 
such calculators weire too limited. 

In some cases, the necessity of obtaining computed answers to important 
problems required technical departments to improvise special-purpose 
methods. In one example, described in an unpublished memorandum of 
November 1937, C. A. Lovell and L. E. Kittredge solved traffic-congestion 
problems for the first crossbar switching system by statistical simulation, 
or throwdown, as Monte Carlo experiments were then called. They used 
punched-card equipment for much of their work, but to handle the crucial 
link-matching phase of their job, they had to build a large mechanism 
that included two or more Monroe desk calculators and some moving belts 
whose motion was tied to the calculators. A number of clerks moved 
counters onto and off the belts and transferred numbers between counters 
and calculators. With this partly analog mechanism for a basically digital 
problem, Lovell and Kittredge provided the information required to engineer 
early crossbar systems. 

The probability studies needed for initial engineering of the early mul­
tichannel telephone transmission systems provide a second example of 
special-purpose methods improvised to compute answers. The distribution 
of instantaneous voltages in the speech of individual channels was known, 
mainly by the use of sampling equipment developed by H. K. Dunn of 
the Bell Labs Acoustic Research Department. To obtain the distribution 
for multichannel speech as a function of the number of channels, B. D. 
Holbrook recorded t,elephone speech on high-quality phonograph records, 
and used simple electrical analog adders to combine the output of such 
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records and rerecord the sum.1 By repeating this process to obtain sufficient 
samples, and using the original sampling equipment to measure the dis­
tributions for various numbers of speakers, he made it possible to design 
economical multichannel amplifiers with adequate load-carrying capacity. 
His procedure, of course, amounted to the use of an analog computer, 
built of necessity out of components that were then readily available. 

An early suggestion for doing arithmetic by electrical methods came 
from S. B. Wright and E. R. Taylor of the Development and Research 
Department of AT&T.2 (This department became part of Bell Labs in 1934.) 
They were not at all concerned with computational problems, but rather 
with the mechanization of the control of transatlantic radiotelephone fa­
cilities. Here it was necessary to adjust the gain of certain sections of the 
transmission paths to ensure that the actual radio links were used at their 
maximum capacity, but without permitting overloading if either the speech 
volume or the noise level changed substantially; heretofore this had been 
done manually by technical operators observing suitable meters. Wright 
and Taylor's mechanism was basically an analog adder that used the 
algebraic sum of the route-mean-square values of several rapidly varying 
waveforms to effect the necessary control. It took some time for this idea 
to be widely used, and then it took rather a different form from the 
initial proposal; the delay was essentially because the invention was a bit 
ahead of the state of the art. 

III. ELECTRICAL ANALOG COMPUTERS 

Since useful analog computers could be built without modem electronic 
technology, they were in constant, though limited, use long before the 
digital computer. In many fields they were very valuable, for instance, in 
cases where mechanical models of continuously changing problems could 
be set up on a machine in scale-model form. Lord Kelvin's ball-and-disk 
integrator, for example, was the heart of "the great brass brain," a machine 
that predicted the tides for any port for which the tidal constituents were 
known-not merely the times and heights of high water, but also the 
depth of water at any and every instant for a year or more in advance. 3 

The potential for accurate electrical analog computers was enhanced 
by H. S. Black's invention of the feedback amplifier in 1927.4 H. W. Bode 
subsequently developed mathematical methods for designing feedback 
amplifiers to specified tolerances. As a consequence, it became possible to 
design reliable vacuum-tube circuitry suitable for precision applications.5 

These developments also permitted the development of servomechanisms 
of comparable accuracy. 

During the early 1930s, Vannevar Bush at the Massachusetts Institute 
of Technology (MIT) greatly increased the flexibility of the analog computer 
by applying electrical control and drive equipment; the computation itself 
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was still based on an improved mechanical integrator. At about the same 
time, comparable mechanical analog computers, with electrical follow-up 
servos, were beginning to be used by the United States Army and Navy, 
particularly the latter. These computers notably improved the performance 
of their medium and heavy guns. 

Bell Labs scientists and engineers made some use of the Bush equipment, 
and also built some small analog computers for special purposes. One was 
an isograph,6

•
7 a me1:hanical, two-dimensional analog of the one-dimen­

sional harmonic synthesizer invented around the turn of the century by 
A. A. Michelson and S. W. Stratton. It was designed to find the complex 
roots of polynomials,, a necessary step in the design of many types of filters 
and networks. The isograph did its job, but not well enough to compete 
successfully with desk calculators. During World War II, it was given to 
Princeton University for instructional use but became a victim of wartime 
scheduling difficulties. It was shipped by rail to Princeton and left overnight 
on a railway platform without a protective cover. During the night a heavy 
rain fell; rust made lthe isograph no longer a precision instrument. 

3.1 Analog Computers for Military Applications 

The pressing need for better control of antiaircraft guns led-just before 
this country entered World War II-to the development by Bell Labs of 
a pioneering electrical analog computer, conceived in 1940 by D. B. Par­
kinson and Lovell. This computer used shaped wire-wound potentiometers 
and vacuum-tube amplifiers to perform standard arithmetic operations; it 
led directly to the M-9 gun director, which became the Army's mainstay 
for fire control of heavy antiaircraft guns.8 The first production M-9 was 
delivered to the Army on D,~cember 23, 1942, and others followed rapidly. 
These gun directors did yeoman service on many fronts; their finest 
achievements were against the German V-1 buzz bombs during the Second 
Battle of Britain. During the month of August 1944, over 90 percent of 
the buzz bombs aimi~d at London were shot down over the cliffs of Dover; 
in a single week in August, the Germans launched 91 V-ls from the 
Antwerp area, and heavy guns controlled by M-9s destroyed 89 of them. 

A number of other fire-control computers for antiaircraft guns and one 
for control of coast-defense artillery were built during the war. While none 
of these computers was placed in regular operation, their development 
led to further advances in the technology of electrical analog computers. 
A more detailed account is given in the second volume in this series, 
National Service in War and Peace (1925-1975), Chapter 3. 

3.2 Analog Computers for Solving Mathematical Problems 

All of these military analog computers were designed to perform elab­
orate, but very spedfic, computing tasks. After the war, a need was felt 
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for computers that could solve a variety of mathematical problems, par­
ticularly those beyond the capabilities of the first relay computers. To find 
a way of solving the growing number of problems not amenable to other 
methods of computation, Bell Labs engineers, like other members of the 
technical community, soon turned to the computer. In addition to relay 
computers, they developed a general-purpose analog computer (GPAC). 9 

Nicknamed Gypsy, the computer was designed by E. Lakatos of the Math­
ematical Research Department. [Fig. 9-1] Many leftover parts from un­
completed wartime computers were used to construct it. 

Like the military analog computers, the Gypsy computer used electronic 
circuits to perform addition, subtraction, multiplication, division, integra­
tion, and differentiation. Unlike the military computers, its circuit config­
urations were readily changed from problem to problem, which made it 
much more flexible to use. Its normal output mechanism was a precise 
electrically driven plotting board developed in connection with wartime 
gun-director work. Although its accuracy was only in the range of 0.1 to 
1 percent, this was adequate for many engineering applications, especially 

Fig. 9-1. R. W. Hamming setting up a problem on the general-purpose analog computer, 
Gypsy, which was designed by E. Lakatos and placed in service in 1949. Gypsy was relatively 
easy to change from problem to problem; output normally appeared on an electrically driven 
plotting board. 
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since some of the problems that Gypsy was able to solve, such as nonlinear 
differential equations for relay design, were otherwise so extremely 
laborious to handle that without such a computer only very rough ap­
proximations were available. 

The first Gypsy was placed in service in 1949 and proved so useful 
that a duplicate was built a few years later. The two machines were arranged 
so that they could be used independently for small problems and could 
be coupled together for large ones. In 1960, they were replaced with a 
more modem commercial analog computer; the Gypsies were given to the 
Polytechnic Institute of Brooklyn for educational use. 

IV. DIGITAL COMPUTERS 

The history of large-scale digital circuitry in the Bell System may con­
veniently be dated from E. C. Molina's 1906 invention of the relay translator 
to automatically convert phone numbers into routing instructions; this 
invention triggered the development of the panel dial telephone switching 
system. 10 Engineers learned how to use relays to handle all kinds of duties 
that had previously required the attention of an operator, and, by about 
1930, the design of relay circuits had become a sophisticated art. It was, 
however, an art difficult to teach to novices. But, in 1937, C. E. Shannon, 
then a student at MIT, showed how to use Boolean algebra for the synthesis, 
analysis, and optimization of relay circuits. Shannon's discovery raised 
the art to a science that could be taught as a straightforward engineering 
discipline,11 because it provided a set of mathematical tools for dealing 
with binary logical states (i.e., "true" and "false") in terms that are equiv­
alent to the "open" and "closed" states of a switch or relay. 

4.1 The Complex Number Computer 

In 1937, G. R. Stibitz [Fig. 9-2], a Bell Labs research mathematician, 
was well aware of the growing need for improvements in numerical com­
putation and also of the logical capabilities of relay circuits. Since he saw 
both the need and a practicable means of satisfying it, he proceeded to 
sketch out a preliminary design for the first binary relay calculator. His 
initial plan consisted of a machine that worked internally in the binary 
system, with decimal input either from a keyboard or teletypewriter paper 
tape, and decimal output either on paper tape or a teleprinter. Relay circuitry 
would take care of binary-decimal conversion in either direction. His plan 
also provided for internal memory (relay registers) and for teletypewriter 
tape facilities to handle programs and subroutines and to provide additional 
external memory. The machine would be constructed from existing tele­
phone components: relays, sequence switches, and standard teletypewriter 
equipment. A careful examination of the possible uses of such a machine 
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Fig. 9-2. Inventor G. R. Stibitz in the early 
1940s. The Bell Laboratories Model I computer, 
conceived by Stibitz in 1937, was in continuous 
service from 194-0 to 1949. [Tropp, IEEE Spectrum 
11 (1974): 70.] 
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resulted in a decision to build first a smaller and simpler machine that 
would try out most of the essential features; the resulting experience would 
be of great value in the design of a second and more elaborate machine. 

At the time Stibitz was working on his computer, there was a great 
need for improvements in means for accurately performing standard arith­
metic operations on complex numbers. Three computing groups at Bell 
Labs were spending a large proportion of their time doing such calculations 
on desk calculators, a job that could be handled by a relatively simple 
machine of the type envisioned by Stibitz. This machine was designed by 
Stibitz, and engineered and constructed during 1938 and 1939 under the 
direction of S. B. Williams, an experienced relay--system design engineer, 
together with E. G. Andrews. 12

•
13 Because of the time needed for relay 

circuitry to do extensive binary-decimal conversion for input and output, 
Stibitz revised his initial proposal in favor of operating throughout on a 
binary-coded decimal basis, using four relays per decimal digit. 

The computer consisted of a standard relay rack, on which 450 relays 
and ten crossbar switches were mounted. There were two separate calculator 
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units, one to handle the real parts of complex numbers, the other for the 
imaginary parts. Input and output could handle numbers of up to eight 
decimal digits, with two extra internal digits to minimize round-off errors. 
The computer itself was locked up in a large closet, which was opened 
only for maintenance. Its users were provided with three operator stations, 
each with a keyboard for input and a standard teletypewriter for output. 
The keyboards controlled the complex-number arithmetic operations to 
be performed. The multiplication and division keys invoked what would 
later be called hardware subroutines of about a dozen steps. 

The three operator stations were installed on different floors of the Bell 
Labs building on West Street in New York City, each close to one of the 
three groups expected to make the most use of the computer. [Fig. 9-3] 
Although the complex computer was not time-shared, these multiple op­
erator stations presaged a style of computer access that would not become 
common for another quarter of a century. 

The machine was completed in October 1939, and, after thorough testing 
for performance in actual operation, it was placed in routine service on 
January 8, 1940. It remained in service until 1949, continuously performing 

Fig. 9-3. One of three operator stations for the 
Model 1, also known as the complex number 
computer. [Tropp, IEEE Spectrum 11 (1974): 70.] 
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accurate and rapid calculations. During World War II, the great increase 
in the work load of the network design groups, its principal users, kept 
it almost continuously busy from 8:00 AM to 9:00 PM, six days a week. 
Since the machine had been built as a demonstration model before the 
war, it was not equipped with many of the self-checking and contact­
protection facilities that were standard in dial-control central offices; and 
the war prevented design and construction of the second and more elaborate 
machine that was initially envisioned. As a result, it became necessary, 
late in the war, to take it out of service for two days, while special mainte­
nance tools (developed by Western Electric for the relief of central offices 
with similar complaints) were used to strip the badly worn contacts from 
the computer's relays and replace them with new metal. 

Thus, Stibitz's original complex number computer, later known as the 
Model I, remained in service for over nine years, until replaced by the 
Model VI. It was the first electric digital computer to be placed in routine 
operation for general use, and the first with either remote or multistation 
terminal facilities. 

The complex computer was demonstrated on September 11, 1940, before 
a meeting of the American Mathematical Society at Hanover, New Hamp­
shire, where its operation was observed by Professor N. Wiener of MIT 
among others. One of the operator consoles from the West Street building, 
modified to communicate with the computer over a standard long-distance 
teletypewriter circuit instead of the multiconductor cable used locally, was 
installed in the lecture room at Hanover, and members of the audience 
were invited to use the keyboard to give the computer problems involving 
addition, subtraction, multiplication, or division of complex numbers. 14 

The circuits transmitted the input to the computer's relay equipment in 
New York and the results back to the Hanover teletypewriter; the answers 
returned in less than a minute. This remote-control operation, not to be 
duplicated anywhere for ten years, foreshadowed the use of telephone 
and radio circuits for computer data transmission. This became commercially 
important in the mid-1960s and thereafter showed almost explosive growth. 

4.2 Relay Digital Computers in World War II 

The successful development of electrical analog computers for gunfire­
control purposes triggered a demand for a great deal of highly routine 
computation. Initially, this computation was used in the performance tests 
of gunfire-control equipment as the equipment came off the production 
line, and later in the investigation of the effects of new enemy tactics on 
the behavior of available equipment and the value of possible design 
modifications as countermeasures. The required computing was almost 
always within the scope of desk calculators, but the load was immediately 
seen to be much greater than could be handled with available personnel, 
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Fig. 9-4. Model III relay computer. This ballistic computer was completed in June 1944 and 
served defense needs until 1958. 

equipment, and methods of system organization. The digital techniques 
provided by Stibitz and Williams were therefore applied, and, as a result, 
Bell Labs engineers developed three additional digital relay computers 
during the war. 15 These were designed as special-purpose machines to 
meet very specific needs, but turned out to be sufficiently flexible to handle 
many other types of problems. These machines are described in more 
detail in National Service in War and Peace (1925-1975), Chapter 3. 

All three of these computers used punched paper tape for data input 
and output, and also for program input. Frequently used subroutines were 
punched on looped tapes so that they could be called from the main 
program as needed. The Model II relay computer contained 440 relays 
and five teletypewriter machines. It was designed to perform linear iterative 
operations on numbers obtained from an input data tape. The Model III 
[Fig. 9-4] and Model IV relay machines were designed for Army and Navy 
use, respectively, and were much larger and more powerful than the Model 
II. Each contained about 1400 relays, ten storage registers, and seven 
teletypewriter machines. All three machines had the standard dial-system 
features needed for reliability and maintainability. 

The Model II machine was placed in service in September 1943, the 
Model III in June 1944, and the Model IV in March 1945. All of them 

TCI Library: www.telephonecollectors.info



Computer Science 361 

operated regularly seven days and nights a week, usually unattended, and 
together they did the work of at least 100 desk calculators. All were later 
modified to extend their capabilities, and they remained in service for 13 
to 15 years after the war-several years after much faster commercial 
electronic computers were readily available. 

4.3 Model V Relay Computers 

In 1946, Bell Labs delivered a Model V relay computer to the National 
Advisory Committee for Aeronautics (NACA) at Langley Field, Virginia. 16 

[Fig. 9-5] In the following year, a duplicate Model V was delivered to the 
Army's Ballistic Research Laboratory at Aberdeen, Maryland. Each used 
about 9000 relays. The machines were, to use modem terminology, mul­
tiprocessors with multiple access and hardware scheduling. Designed to 
accommodate a maximum of six processors, each was actually built with 
two. One of the machines had three problem positions; the other had 
four. While a machine was in continuous operation, a new problem could 
be loaded on an unused position and be picked up automatically when a 
processor was free to handle it. Each of the problem positions had a tape 
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Fig. 9-5. Principle of control used in Model V computers, from 
Stibitz's US Patent 2,666,579. Of the two tape transmitters on the 
table, the one at left is reading a continuous loop of paper tape. In 
the tape transmitter at right, the tape contains additional instructions, 
data, and blank spaces for recording intermediate results. 
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reader for input data, as many as five readers for programs, and up to six 
readers for tabular data. As in the wartime machines, subroutines were 
punched on looped tape so that they could be repeatedly called from the 
main program as needed, and the tape devices for intermediate or tabular 
data were arranged to permit both forward and backward searching to 
find required locations in storage as rapidly as possible. Such searching 
could go on indepEindently of calculation. 

Since processing was handled on telephone relays, with operating times 
measured in millis1econds, there was excellent speed-matching between 
internal operations, storag1e, and input and output facilities. The machines 
were almost completely self-checking; if a single failure occurred, the 
computer stopped, sounded an alarm, and gave the maintenance personnel 
useful and fairly detailed information as to where to look for the trouble. 
Among the novel foatures introduced in the Model V computers were the 
capability of recognizing most indeterminate operations, the capability of 
rounding off digits, and the provision for elaborate discriminatory controls 
(which came to be called conditional calculations). 

Each Model V could handle a load equivalent to 200 to 250 desk cal­
culators, and since they worked essentially around the clock, they competed 
successfully for some years with the early electronic computers. The ma­
chines often ran completely unattended for long periods; there were a 
good many weeks when one or the other computer worked 167 out of a 
possible 168 hours,. a record seldom equaled in the next 25 years. When 
their self-checking circuiby stopped them, their diagnostic facilities per­
mitted minor repaiirs or adjustments to be made very quickly. 

After years of service at Aberdeen, one of the Model V computers was 
transferred to Fort Bliss, Texas. This machine was later given to New 
Mexico State University at Las Cruces for educational and research pro­
grams, and remainied in s,ervice at least until 1965. 

4.4 Model VI Relay Compll1ter 

Experience with the Model I computer and its successors--particularly 
the versatile Model V ma1chines-led Bell Labs engineers to design the 
Model VI computer for intemal use in a variety of research and development 
applications. 17 [Fig. 9-6] It went into regular use in November 1950, after 
extensive testing, and provided far better computing facilities than the 
Model I. A somewhat simplified version of the Model V, the Model VI 
had only a single processor and a smaller number of problem positions. 
However, it had new and interesting features of its own, notably fast 
internal storage for several hundred semipermanent subroutines. The read­
only memory for these subroutines was a Dimond-ring translator, invented 
by T. L. Dimond and used in the No. 5 crossbar dial system to provide 
rapid conversion from the code describing the mainframe location of a 
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Fig. 9-6. A block diagram of the Model VI computer. In this computer, which began service 
at Bell Laboratories in 1950, the problem connector (middle top) responded to a tape at a 
remote station by delegating control to the routine control (center), which directed the actions 
of the other elements of the system. The formula director (lower middle) held up to 200 
subroutines. [Andrews, Elec. Eng. 68 (1949): 753.) 

calling line to the caller's number as listed in the telephone directory.18 

This translator consisted of about 80 air-core coils, each of which would 
trigger an associated gas tube when a suitable current pulse flowed in any 
one of the wires threading that particular coil. In the computer application, 
a subroutine was programmed in by threading a wire loosely from a 
numbered pulse terminal through an appropriate subset of the available 
coils to a common return terminal. This library of subroutines operated 
at six levels of precedence. The highest level was called by an order punched 
on a program tape, and each level could call in sequence several subroutines 
at lower levels. The bottom level, of course, consisted of the basic instruc­
tions built into the hardware of the machine. These extremely flexible 
subprogramming facilities avoided the cumbersome tape handling required 
in the earlier Bell Labs relay computers, and thus made program preparation 
for the Model VI a great deal easier. 

The Model VI also had a second-trial feature, which operated auto­
matically when the control circuit failed to receive the usual signal indicating 
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satisfactory execution of the instruction or operation called for. Experience 
on previous relay computers had shown that a sizable proportion of ma­
chine stoppages resulting from relay-contact troubles would clear them­
selves when the relay at fault operated again. This automatic second trial 
proved effective in perrniltting much longer periods of uninterrupted com­
puter operation. In addition, if the machine was operating unattended and 
the second trial failed, the problem was abandoned, and the master tape 
searched for the beginning of the next problem, which was then loaded. 
When work was available, it was customary to load the machine late every 
afternoon with enough problems to keep it busy until morning; on Friday 
afternoons enough could be loaded to occupy it until Monday morning. 
In these circumstances, the machine was started, the room lights turned 
off, and the door locked. Sometimes one or two of the problems would 
be found abandoned in the morning, but they could then be :rerun, perhaps 
after some maintenance. 

Models V and VI represented the high point of the relay-computer art; 
their successors almost all used electronic rather than electromagnetic ap­
paratus to permit higher speed. The Bell Labs machines were equipped 
with very dependable heavy-duty relays perfected for telephone-switching 
applications; the use of such relays, together with the provision of extensive 
self-checking feat11res, resulted in high availability and high accuracy. In 
fact, during their entire working lives, only two errors due to machine 
failures were reported from all three Model V and VI machines. Their 
operating times were, however, quite slow-it took about a second to 
perform a multiplication, 2.7 seconds for division, 4.5 seconds for a square 
root, and as much as 15 seconds to calculate a logarithm. But reliability 
and accuracy were the main objectives, not speed. And the reliability of 
these plodding, meticulous computers was truly remarkable. 

The Model VI remained in service at Bell Labs in Murray Hill, New 
Jersey until 1956,. when it was replaced by a much faster commercial 
electronic computer. It was then given to the Polytechnic Institute of 
Brooklyn, where it was used for both instructional and research purposes. 
There it operated reliably and with negligible difficulty until March 1960, 
when it was finally given to the University of Bihar in India. 

4.5 Relay Computc!rs for Telephone Accounting 

The successful and reliable operation of the Model I through Model V 
relay computers was influential in determining the course of development 
of the accounting center equipment for automatic telephone message ac­
counting. This system mechanized most of the operations involved in 
billing telephone subscribers. The information needed for billing was col­
lected automatically (initially only in the local dial central offices; after 
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about 1953, also in tandem or toll offices). Then, from this data, the billing 
was assigned to the correct customer, printed out, and delivered. 

The first such accounting center was opened in 1948, coincident with 
the cutover of the first No. 5 crossbar office, which was equipped for this 
type of operation. 19 Early accounting centers depended heavily on re­
punching paper tape for much of their operation, but relay computers 
were used for doing the necessary arithmetic. Later, improved assembler­
computers were installed that used relay-computer technology for sorting 
calls by customer's numbers as well as for the arithmetic needed for de­
termining charges. About a hundred of the combined assembler-computers 
were built, and together with their simpler predecessors, they provided 
reliable and accurate billing facilities until the relay-computer accounting 
center facilities were gradually replaced (mostly in the 1960s) by electronic 
computers of standard commercial types. These accounting centers rep­
resented by far the major application of relay-computer techniques in this 
country. 

To wrap up the story of relay digital computing techniques, we note 
that the type of traffic problem investigated for the No. 1 crossbar system 
by Lovell and Kittredge in the mid-1930s was, 15 years later, handled for 
the No. 5 crossbar by G. R. Frost, W. Keister, and A. E. Ritchie, who built 
for this purpose a specialized relay computer. 20 This essentially used relay 
circuitry to do what Lovell and Kittredge had done by punched-card meth­
ods, but it is interesting to note that it was still necessary to use human 
operators to handle the link-matching job. 

4.6 From Relays to Electronics 

The relay computers were soon eclipsed by electronics. Vacuum tubes, 
used first in the Electronic Numerical Integrator and Calculator (ENIAC), 
built for the Aberdeen Proving Ground under the direction of J. W. Mauchly 
and J.P. Eckert of the University of Pennsylvania Moore School of Electrical 
Engineering, operated faster than, if not as reliably as, relays.21 The decade 
of relay computers had started the computer revolution, but electronics 
pointed the way to the future. Vacuum-tube computers would hold sway 
for another decade until the maturation of the transistor opened the limitless 
vistas of modem computers. 

V. THE TRANSISTOR REVOLUTION 

The great size and heavy power drain of vacuum-tube digital computers 
like ENIAC and its immediate successors could have severely limited their 
growth in complexity and efficiency. As it happened, the expanding com­
puter art paralleled an equally dramatic growth in solid-state technology 
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in the early 1950s. This trend first became evident in the growing use of 
solid-state passive devices for doing many of the necessary internal op-· 
erations in a computer: bistable magnetic cores for fast, compact, relatively 
cheap, random-access memory, and crystal diodes for handling most of 
the detailed logical operations needed in calculation and control. Two of 
the most-used diod1~ logic circuits, the AND gate22 and the OR gate, 23 had 
been invented by W. H. T. Holden and A. W. Horton at Bell Labs in 
connection with explorat01y work on new dial-switching techniques. The: 
magnetic core and the diode still required use of vacuum-tube pulse am-· 
plifiers to restore signal levels, but the total number of vacuum tubes was 
greatly reduced, together with the power requirements and the physicall 
size of the tubes. As a result, computers became smaller while their per-• 
formance became substan1ially better. The commercial computers of the 
latter 1950s were typically based on this use of solid-state logic with 
vacuum-tube amplification. 

In late 1947, J. Bardeen., W. H. Brattain, and W. Shockley at Bell Labs 
invented the transistor. (Seie another volume in this series, Physical Sciences 
(1925-1980), Chapter 2.) Just as vacuum-·tube technology had ended the 
day of the relay computer, lthis discovery foreshadowed the end of vacuum 
tubes in digital computers. The new technology took over a decade to 
come to fruition-it was first necessary to learn how to manufacture reliable 
transistors in adequate quantities and to suitable specifications. Neverthe-· 
less, the transistor made possible the all-solid-state computers of the 1960s., 

Probably the first use of transistor circuits in digital computers were 
those in a transistor gating matrix built by W. H. MacWilliams, Jr., in 1949 
as a small part of a simulated-warfare computer. 24 Two general-purpose., 
all-solid-state digital computers, Transistor Digital Computer (TRADIC) 
and the more advanced model called Leprechaun, as well as a large special .. 
purpose machine for a Naval gunfire-control system, were developed al: 
Bell Labs between ]952 and 1959. These and other defense-related com-· 
puter projects are described in National Service in War and Peace (1925-• 
1975), Chapters 10, 11, and 13. 

With the advent of elecb:onic computers in the commercial marketplace,, 
Bell Labs engineers ceased to design machines for routine engineering, 
commercial, or scientific computation, but continued to be involved in the 
design of computers for special purposes, notably telephone switching,, 
where extraordinary reliability was required, and military command and 
control, where the processing of input data at high speed was crucial. 

VI. THE GROWTH OF COMPUTATION AND THE RISE OF THE UNIX 
OPERA TING SYSTEM 

As we have seen, engineers' work required a sizable supporting effort 
in computation. In the early 1950s, more than 60 people were employed 
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full time doing engineering calculations. These workers were usually female 
and well trained in mathematics but not engineering. When they began 
using computers, their classification changed from computress to the more 
esteemed title of programmer. 

Computing expertise diffused throughout the company wherever it 
was needed. This arrangement, which differed markedly from what evolved 
in most commercial establishments, and even in some other research labs, 
sprang directly from the historically collaborative environment of Bell 
Labs. It derived also from the fact that computing began under the auspices 
of research personnel, who wished to transfer operations responsibilities 
to others as quickly as possible. 

6.1 Commercial Computers for Bell System Needs-Bell Operating System 
(BESYS) 

Through the 1950s, a succession of commercial computers went into 
use at Bell Labs. The IBM Card Programmed Calculator (CPC), installed 
in 1952, was in logical terms far less sophisticated than the relay computers, 
but did arithmetic at electronic speed. It did floating-point operations about 
as fast as a modem hand-held calculator, had no subroutines, and per­
formed loops only by manual transfer of program cards from the stacker 
to the feed. The IBM 650 (1955) was internally programmed, with a mag­
netic drum for main memory. The IBM 704 (1958) had magnetic core 
memory and magnetic tape input-output. An open shop for scientific com­
puting, available to all comers, evolved around these machines. R. W. 
Hamming's epigrams, "It is better to do the right problem the wrong way 
than to do the wrong problem the right way," and "The purpose of com­
puting is insight, not numbers," which stressed the role of computing as 
a servant to science, gained universal assent. 25 

Implicit in the widespread use of computers was the need to make 
programming a manageable task, and to make operation effective: it 
would not do to dissipate hours of machine time on set up and debugging 
for computer runs that needed only minutes of computer time. Program­
ming the relay computer or the CPC had not been too different from 
operating a hand calculator, except that one had to plan ahead. Subsequent 
computers, though, were stored-program binary machines, where the 
hardware was not prepared to respond directly to a series of arithmetic 
instructions on decimal data. For the IBM 650, V. M. Wolontis and D. C. 
Leagus devised Ll, a higher level language that handled floating point, 
looping, indexing, and storage allocation for variables. 26 L1 and its successor, 
L2, became the workhorses for scientific computation throughout the life 
of the 650 at Bell Labs. [Fig. 9-7] They set the research tradition of system 
programming at Bell Labs, which has consistently sought simultaneously 
to simplify and to generalize the methodologies of computing. 
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10 

Calculate 51 = ~aFx, for j = 1,2,3,4,5. 
i-1 

A B C 
SETA q a 
SETC r 

p: MOVE 0 

q: MPY [] X 0 
ADD 0 t t 
LOOPAB 10 q 

r: MOVE t [] 
ADDA q 10 
ADDC r 1 
TRC s+5 p 

The meanings of selected instructions are: 

SETA 
MPY 

LOOPAB 

ADDA 
TRC 

Set the A-address at the instruction in location q to a. 
Multiply the quantity in the location designed by the 
supplied A-address by the quantity in location x. 
Go to location q until 10 repetitions are complete, and 
at each repetition add the repeat count to A- and 
B-addresses that denote locations. 
Add 10 to the A-address in location q. 
Transfer to location p if the C address in location r is less 
than s+S. 

Before a program could be punched into cards for the computer to 
read, it had to be translated into numbers because the computer could 
not read letters. The instruction code translated into a sign and one 
digit, plus a possible extension into an unused A-address. With the 
example program in locations 101-110, t in 400, s1, ••• , s5 in 701-705, 
a 11, a 12, ••. , a2 1, ••• in 811, 812, ... , 821, and x 1, ... , x10 in 901-910, the 
program becomes: 

+ 0 500 104 811 
+ 0 005 107 701 
+ 9 000 500 400 

3 000 901 000 
+ 000 400 400 
+ 0 110 010 104 
+ 9 000 400 000 
+ 0 600 104 010 
+ 0 006 107 001 
+ 8 107 706 103 

Fig. 9-7. Example of a calculation in Ll, known outside Bell Laboratories 
as the Bell 1 interpreter. A, B, and Care addresses; p, q, and rare locations. 
More than half of all IBM 650s operated under L1 or its successor, L2. 
[Wolontis, A Complete Floating-Decimal Interpretive System for the IBM 650 
Magnetic Drum Calculator (1956): 21.] 
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L1 and the 650s served Bell Labs scientists and engineers well for several 
years. The operating procedures were straightforward: a user's program 
and data were keypunched and proofread, then the card deck, preceded 
by an interpreter, was read into the computer, and the output appeared 
at the other end of the machine, also punched into cards. The output deck 
was then printed for the user on a tabulator. If errors were suspected, a 
program could be run in tracing mode to obtain a complete listing of 
executed instructions. Clean decks were run by an operator without the 
user being present. During the last year of use of the 650s, the machines 
ran almost around the dock; on each of the second and third shifts, one 
operator ran two machines with no trouble. 

Released outside Bell Labs, L1 became known as the Bell 1 interpreter. 
It was soon joined by the L2, or Bell 2 interpreter, by Hamming and 
R. A. Weiss. Eventually more than half of the IBM 650s in the world 
operated under one or the other. Reimplemented for other hardware, Bell 
interpreters survived at some non-Bell installations well into the 1960s, 
to become perhaps the first instance of a successful language being sustained 
in the name of compatibility far beyond its rational life span. 

When the main computer at Bell Labs was replaced by an IBM 704, 
the monumental new language FORTRAN (Formula Translation) was to 
be the principal programming vehicle, but no effective way to run small 
jobs was available. This need was met by G. H. Mealy and G. J. Hansen, 
who, in the months prior to delivery, constructed a computer operating 
system that would run jobs sequentially on-line or off-line, off-line input 
and output being mediated by magnetic tape. Neither the first nor the last 
operating system for the 704, the Mealy-Hansen system, known as the 
Bell Operating System (BESYS), was one of the more influential and longest­
lived. Mealy's control-card scheme, modeled after the Share Assembly 
Program (SAP), proved to be easily augmented to keep abreast of changing 
hardware facilities. The resident monitor program included a control card 
interpreter, a loader, and input-output routines. Nonresident code kept 
on a magnetic tape included the FORTRAN compiler, the SAP assembler, 
and a back-up copy of the monitor. Much of the code had been obtained 
from IBM or the Share users' group, but all components had to be modified 
substantially to work together under operating system control. The effec­
tiveness of that control is told by the normal picture of computer operation; 
users seldom approached the machine, and the console operator had little 
to do but punch a time clock-computers did not then have their own­
at the beginning and end of jobs, which typically lasted about a minute. 

By 1960, several hundred people were regularly involved in scientific 
computation. Though computing represented less than five percent of the 
company budget at that time, Hamming predicted that one day half the 
resources of Bell Labs would go into computers and people directly involved 
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with them. Few lislteners, if any, believed such hyperbole, but time proved 
him right some 20 years later. 

With the steady spread of expertise, and the increasing dependence of 
already confirmed users upon computers, computing capacity grew ex­
ponentially with a doubling time of less than two years. Innovations iln 
BESYS kept pace. BESYS2, which followed very soon upon the installation 
of the 704, incorporated FORTRAN II. BESYS3 through BESYS7 for the 
IBM 7090 and 7094, largely the work of R. E. Drummond and Hansen, 
provided memory protection, source language debugging, aind a blocked­
and-buffered input-output system that integrated magnetic tape, unit­
record equipment, and permanent files on disk store. Although it is difficult 
to assign priority to advaLnces in that era of rapid evolution and free in­
terchange among programmers nationwide, certainly Bell Labs was at the 
forefront of operating system technology. The combination of features just 
mentioned was in place a year or two ahead of comparable software from 
the manufacturer. And BESYS innovations were worked out with a degree 
of coherence and simplicity that was unrivaled at the time and that was 
still far from universal in the industry two decades later. 

Users and creators of BESYS worked on the same computer using the 
same software. To help the most people get the most work out of a com­
puting system, the creators consistently strove to build a simple, intelligible 
extended machine. So well did they succeed that users seldom had to 
become aware of mechanisms that were employed for efficiency, but which 
played no role in problem specification. 

Between creators and users a lively dialogue developed. Many computing 
innovations originated with the clients, among the more influential of 
whom were users from the Visual and Acoustics Research Center led by 
E. E. David. Their speech-processing work stretched the normal limits of 
scientific computing. Attaching an amplifier to one bit of the central pro­
cessor, they were able to generate tones on line. When one day the computer 
began suddenly to repeat aloud, "Help, I'm caught in a loop," in the Texas 
drawl of J. L. Kelly,. Jr., all work stopped in the computer center as operators 
and programmers gather4~d around in amazement. (The use of computers 
in acoustical resea1rch is more fully treated in Chapter 2 of this volume.) 
Acoustics researchers often suffered a wearisome cycle of interaction with 
the computer: acoustic recording, analog-to-digital conversion, computer 
processing, digital-to-analog conversion, and finally audio playback, plus 
carrying of magrn~tic tapes among pieces of equipment located all over 
Murray Hill. To shorten the cycle Kelly, H. S. McDonald, and E. N. Pinson 
connected a small! Packard-Bell 250 computer that controlled audio and 
graphical equipment directly to the IBM 7094 machine. This foreshadowed 
a coming era when dedicated "intelligent" peripherals to control experi­
ments to gather dlata, prepare computer jobs, and display results would 
appear in departmental laboratories aU over Bell Labs. Through such ex-
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periments minicomputers gained a foothold among the growing stable of 
mainframes.27 They were an ingredient in the ferment that fostered the 
UNIX operating system. 

6.2 From BESYS to the UNIX System and Tool Building 

Time-sharing, promoted at MIT by J. McCarthy and pioneered there 
by F. Corbato in the Compatible Time-Sharing Service (CTSS), carried 
open-shop computing another step.28 In time-sharing, the services of 
a large computer rotated among several users, each with his/her own 
teletypewriter terminal. With the disparity between electronic and human 
speeds absorbed by somebody else's computing, each person could be 
afforded direct interaction with the expensive computer. 

In 1964, Bell Laboratories joined with MIT and General Electric to create 
a successor to both BESYS and CTSS. Envisioned as an information utility, 
the new MULTICS (Multiplexed Information and Computing Service) sys­
tem centered on a radically organized file system, in which segments of 
information were to be linked into the address space of each computing 
process as needed. (The term process, coined for MULTICS by V. A. 
Vyssotsky, has since become a standard term of art.) Segments were col­
lected in logical groupings into directories, which were themselves segments, 
and so on hierarchically. A hierarchical system of access permissions al­
lowed users to collaborate, maintain complete privacy, or share information 
to varying degrees. Data files, traditionally accessed piecemeal by input­
output operations, would be directly addressable within a program's address 
space. Programming distinctions between main and secondary memory 
had to disappear; this consolidation was accomplished by adopting an 
operating algorithm called paged virtual memory, originally invented for 
the ATLAS (Automated Testing and Load Analysis System) computers at 
the University of Manchester, England.29 Data segments, which had to 
grow independently of each other, constituted a second dimension above 
and beyond the usual linearly addressed computer memory. The operating 
system was a collection of program segments linked like any other segments 
into the address space of each running process. Conceptually no different 
from user code, system routines were written in the same principal pro­
gramming language PL/I and called just like any other subroutines. The 
extra privileges necessary for system code were obtained by a mechanism 
of protection rings whereby access rights differed among code segments. 30 

Arising as it did in a large project that telescoped research and devel­
opment from several disparate organizations, MULTICS eventually turned 
out to be a somewhat heavy product, from which Bell Labs dissociated 
itself in 1969 after four years' work. Nevertheless, MULTICS caught the 
imagination of the computing community and exerted enormous influence. 
Virtual memory, segmented address spaces, and hierarchical file systems 
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became commonplace in the industry. MULTICS survived as a product 
of Compagnie Bull in France. And Bell Labs participants in the MULTICS 
project went on to conceive the UNIX System. 

Upon the abandonment of MULTICS, K. Thompson [Fig. 9-8], like 
everybody else involved, was thrown back on his own resources. The 
conventional time-sharing system then deployed in the computer center 
did not live up to his conception of an ideal environment for program 
development. He envisioned a far less rigid model of a computing job, 
and far fewer special arrangements to cater to jobs of different preconceived 
categories. He envisioned, too, a simpler file system abstracted from the 
hierarchical file system of MULTICS. In fact, a paper design for such a 
file system had emerged from discussions with D. M. Ritchie and R. H. 
Canaday. Accordingly, he seized on a disused Digital Equipment Cor­
poration PDP*7 and proceeded to construct a simple but powerful com­
putirrg environment to his own taste from the ground up. The goal was 
to enable the easy combination of programs and the easy use of programs 
to build larger programs. This operating system, christened UNIX in a 

Fig. 9-8. K. Thompson, who, in 1969, devised 
a computing environment, christened the UNIX 

system, complete with file system, multiple pro­
cesses, and time-sharing between two users. 

• Trademark of Digital Equipment Corporation. 
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reaction to the gigantism of MULTICS, became fully self-supporting in 
just a few months of 1969, complete with a file system, multiple processes, 
and even time-sharing between two users. The minuscule PDP7 (SK 18-
bit words of main memory and 256K words of disk memory) became a 
home not only for the graphics applications for which it had originally 
been intended, but also for major software work. No fewer than three 
compilers for radically different languages were constructed there during 
its brief life. 

Overcoming management reluctance to risk extensive operating system 
research so soon after the demise of MULTICS, Thompson, J. F. Ossanna, 
Jr., and D. M. Ritchie were able to obtain better, but still small, equipment 
to expand the UNIX system from an experiment into a vehicle for serious 
software research. Ritchie collaborated with Thompson on the operating 
system proper; many others contributed novel software. 31,32 

Visitors flocked to the attic room where the UNIX system machines were 
housed. Because the UNIX system was the first, and also the most capable, 
operating system then running on the popular Digital Equipment Cor­
poration PD Pl 1 minicomputer family, other projects in Bell Labs, the Bell 
System, and universities adopted it straight from the laboratory. By 1972, 
UNIX systems were doing word processing in the patent division and work 
scheduling in the AT&T Long Lines test room in Charlotte, South Carolina, 
and handling trouble-reports for No. 5 crossbar systems in the Pacific 
Telephone and Telegraph Company. 33 None of these applications took 
more than three months to develop and install. The burden of supporting 
the UNIX system in the Bell System was assumed by development groups 
in 1973, and external licensing under Western Electric auspices began in 
1975. By the early 1980s, UNIX systems had become ubiquitous, running 
in the Bell System and throughout the world on thousands of machines 
from dozens of manufacturers ranging in size from mainframes to micro­
computers. 

The success of the UNIX systems stemmed directly from the original 
purpose: to be a flexible, productive home for software experimentation 
and development within which programs work smoothly together. Among 
the key design principles that achieve the purpose, all manifest by 1972, 
were (1) a single, undifferentiated file format that allowed most programs 
to use most data; (2) pipes, conceived by M. D. Mcllroy, that made programs 
easy to combine by connecting the output of one directly to the input of 
another running simultaneously; (3) device-independent input-output that 
worked identically with files, pipes, terminals, or any other peripheral 
equipment; (4) a homogeneous, extensible file system with a simple per­
mission mechanism that rationalized access to data and programs; (5) an 
aliasing technique patented by D. M. Ritchie that allowed one user's per­
missions to be extended to selected programs working on behalf of other 
users;34 and (6) a control program, called the shell, that started other 
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programs and connected them to input-output destinations at users' re­
quests. [Fig. 9-9) The shell, although seen by most users as the gateway 
to the UNIX system, occupied no privileged position; any program could 
control the executilon of any other. 

A matter of taste as well as technique, the UNIX system was born in 
fertile territory. Computing expertise was ubiquitous at Bell ll..abs, and style 
was widely regarded as important; it had been learned the hard way that 
complex, crabbed programs were a liability, prone to error., and unmain­
tainable in the field. By providing a clear model for programming in the 
expressive C language (see section 7.1), the UNIX system answered the 
need for better style. Running on affordable minicomputers, it could be 
adopted incrementally and prove its worth project by project. Finally, in 
its effective suite of utility programs, the UNIX system illustrated the power 
of small means suitably deployed. Users met in the UNIX system "features 
seldom found even in much larger operating systems." 35 

The command ls 

ordinarily lists, on the typewriter, the names of the files in the user's 
current directory. The command 

ls > there 

creates a file called "there" and places the listing there. On the other 
hand: 

ed 

ordinarily enters the editor, which takes requests from the user via 
the user's keyboard. The command 

ed <script 

interprets "script" as a file of editor commands; thus control can be 
turned over to a canned procedure. 

Output can be directed not only to files, but also, via a piping 
facility, directly from one command to the input of another. 

Thus the command line 

ls I pr I opr 

ls lists the names of the files in the correct directory. Its output is 
piped to "pr," which paginates its input, thence to "opr" for off-line 
printing. This procedure would have been carried out more clumsily 
in earlier systems by a sequence such as 

ls> tempi 
pr <tempi > temp2 
opr <temp2 

Fig. 9-9. Example of how the UNIX shell introduces notation for switching 
standard input-output assignments away from a user's terminal printer or 
keyboard and for piping one command directly to another. (Thompson and 
Ritchie, Commun. ACM 17 (1974): 371.] 
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The UNIX system fostered a philosophy of software design that was 
soon: popularized by B. W. Kernighan and P. J. Plauger in their book, 
Software Tools: seek to construct applications out of well-defined program 
modules, each with a single purpose; expect the output of programs to 
be read by programs as well as by people; identify generic computing 
tasks and address them with reusable code; and use programs to write 
programs. 36

•
37 Utility programs for sorting, searching, combining, and rear­

ranging text and data became the archetypical program tools. Frequently, 
as in the so-called "grep" family of pattern-matching programs or the 
"diff" differential file comparator, these utilities embodied the latest 
fruits of theoretical computer science to achieve remarkable speed and 
capacity. 38,39,40 

Progress in computing illustrates the Bell Labs philosophy of managing 
research by generously nurturing, but not rigidly directing, individual cre­
ativity. Repeatedly since Stibitz's complex-number computer, through 
Wolontis's Ll, Mealy's BESYS, Thompson's UNIX operating system, and 
D. M. Ritchie's C language, individuals have addressed their imaginations 
and energies to a perceived need. Their solutions have reverberated through 
Bell Labs and beyond, shaped and amplified by the talents of the entire 
technical community. 

VII. PROGRAMMING LANGUAGES 

Starting with Ll, Bell Labs researchers created a succession of pro­
gramming languages to make computers easier to use in the open shop, 
better matched to requirements of particular applications, and more pro­
ductive for their own use. Mcilroy and D. E. Eastwood, in 1959, introduced 
conditional and recursive macro instructions into a standard assembler for 
the IBM 704 and first described how macros (i.e., tailored sequences of 
computer instructions) could be used to extend any programming language 
to meet users' own special requirements.41 Macros made possible the im­
plementation of qualitatively different languages as extensions of assembly 
language. Among these were an optimizing list processing (LISP) compiler 
(which converted LISP into assembly language) by Mcilroy, the highly 
optimized network simulation program, Toll Network Simulator (TOLL­
SIM), by P. J. Burke and R. Bennett, consultant, 42 and K. C. Knowlton's 
list-processing language L6

•
43 Knowlton's language introduced modem 

pointer-chasing notation and buddy-system storage allocation. 44 Macros 
became the basis of the SW AP (Switching Assembly Program) family of 
assemblers for electronic switching machines and other computers. 45

•
46 In 

a thoroughgoing use of macros, B. N. Dickman created the higher-level 
language Centran in which the Safeguard missile defense system was 
programmed. 47 A later free-text style of macroprocessor, M6 by Mcilroy, 
R. Morris and A. D. Hall, Jr., was a key implementation tool for the 
ALTRAN computer algebra system. 
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Special classes of problems fostered special languages. Signal processing 
needs of acoustic research inspired Kelly, C. Lochbaum, and Vyssotsky to 
create the Block Dia1gram (BLODI) compiler, which produced efficient code 
for simulating sample-data systems from their block diagrams. In BLODI, 
which would now be called a data-flow language, each circuit element, 
such as an amplifier or a delay line, was specified on a punched card 
together with its connections. The compiler used graph-theoretic techniques 
to arrange the code in a suitable order for simulation. 48 Also arising from 
acoustic research was a s,eries of languages for musical composition by 
M. V. Mathews, which culminated in Music V; its notation was still in 
use in the 1980s.49 (See Chapter 2, section 2.4.4, in this volume.) 

Taking off from experimental string-processing programs by C. Y. Lee, 
the team of D. J. Farber, R. E. Griswold, and I. P. Polonsky invented th,~ 
very-high-level SNOBOL (string oriented symbolic language) based on 
pattern-matching and associative storage of character strings. Radically 
different from othe:r programming languages, even other symbol-manip­
ulating languages, SNOBOL made light work of text processing and proved 
to be extremely useful for experimentation with new languages, for data 
laundry, and for high-level presentation of algorithmic ideas in classrooms.50 

Its mature incarnation, SNOBOL4, incorporated advanced data types and 
pattern-matching techniques and set a new standard for language port­
ability. Implemented in macro instructions, SNOBOL4 has been transported 
to more than 50 different kinds of computers worldwide, because its in­
structions can be realized on most computers as simple macro calls.51

'
52 

In an interesting variant, J. F. Gimpel added a block data type, two-di­
mensional arrays of characters with operators for combining blocks hi­
erarchically. The blocks language provided a suggestive calculus for rect­
angular computer giraphics and typesetting, including justification operators 
for fitting stretchable blocks together, 53 

In the early 1960s, W. S. Brown with B. A. Tague and J.P. Hyde created 
Algebra Package (ALPAK), a set of routines for symbolic mathematics 
capable of manipulating very large rational algebraic expressions, such as 
those that arise in physics, elasticity, queueing theory, and other branches 
of applied math. 54 A simple FORTRAN-style interface implemented in 
SNOBOL and macros was ultimately succeeded by ALTRAN, a highly 
portable implementation of both algorithms and compiler. Created by 
W. S. Brown, Hall, S. I. Feldman, and D. M. Ritchie, ALTRAN included 
algorithmic advances in the handling of multivariate polynomials and 
macro generation to tailor FORTRAN code to make full use of the char­
acteristics of particular hardware. Its features included a run-time envi­
ronment with dynamic storage allocation, recursion, symbolic dumping, 
and error handling. 55 Portability was assured by mechanically verifying 
that the entire suite of FORTRAN programs stayed within a safely portable 
subset of American National Standard FORTRAN, known as portable 
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FORTRAN (PFORT). The verifier, defined by Hall and implemented by 
B. G. Ryder, has served as a standard of acceptability for algorithms pub­
lished by the Association for Computing Machinery.56 ALPAK and AL­
TRAN helped mathematicians and scientists do theoretical analysis in 
communications, queueing, coding, materials, fluids, relativity, and other 
fields.57 

Computers multiplied the possibilities for Monte Carlo experiments. In 
addition to Burke's TOLLSIM simulator, J. P. Runyon, D. L. Dietmeyer, 
G. Gordon, and Tague designed Sequence Diagram Simulator (SDS) in 
the early 1960s, and R. F. Grantges and N. R. Sinowitz designed Network 
Analytical Simulator (NEASIM), all of which were applied to traffic and 
congestion problems.58 

7.1 C Language and UNIX 

The UNIX operating system owes its success in no small part to the 
general-purpose language C in which it and most of its associated software 
are written. C is one of what might be called the international style of 
programming languages conceived by C. Strachey, P. Landin, and others 
in the tradition of the algorithmic language ALGOL 60. The immediate 
ancestors of C were BCPL (Basic Combined Programming Language) by 
M. Richards at Cambridge,59 and the unpublished language B by Thompson 
at Bell Labs. In designing C, D. M. Ritchie (Fig. 9-10] sought to match the 
expressive capability of the international style as closely as possible to the 
hardware capabilities of real machines, and to match the flexibility of 
assembly language with the abstract diction of higher level languages. The 
characteristic contributions of C are (1) a coherent model of pointers and 
arrays that corresponds to machine addresses, yet maintains machine in­
dependence, (2) a rich set of operators that correspond to typical computer 
instructions, and (3) a terse syntax that makes programs compact and 
readable.60 [Fig. 9-11] From its inception in 1973, C grew by 1980 to be 
the prime programming language of Bell Laboratories, working on diverse 
hardware. Software tools written in C propagated to many computing 
environments, from microcomputers to switching machines to supercom­
puters. 

The parsimonious but expressive syntax of C spawned imitators, notably 
Kernighan's Rational FORTRAN (RATFOR) preprocessor, which adapted 
the structured style of C to the ubiquitous FORTRAN language. RATFOR 
became a vehicle for spreading the software tools outlook beyond the 
UNIX system.61 

In an unusual synthesis of theory, programming, and human engi­
neering, B. S. Baker created a program "struct," which converted programs 
in FORTRAN to RATFOR, thereby retrieving the essential logical structure 
that FORTRAN had obscured. Baker showed that the structure of a FOR­
TRAN program was unique in a particular sense, the naturalness of which 
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Fig. 9-10. D. M. Ritchie, who, in 1973, designed 
the C programming language, in which most UNIX 

system associated software is written. C quickly de­
veloped into the prime programming language at 
Bell Laboratories. 

was attested to by the fact that programmers preferred the rearranged 
RATFOR text to their own original code. 62 

Certain Bell Labs innovations in compiler technique have had lasting 

for (i = I; i <= S; ;++)( 
s[i) = O; 
for (i = I; i <= 10; i++) 

s[i] += a[j][i], x[i];) 

Herc 1 + .. llll',l n~ ,llld I tl1 i · thl' fi r:.--t "fl1r" ::-t.1 tenH'n t nH•,111::. dP thl' ('l"h IP::.t·d 
codl' with, ::,LHting with I, rl'pe.1tl'd, while r i::- les~ th,111 Pr equ,11 tP 5, 

.1dding I to 1 .1ft£'r C',ll·h repetitil)n; -.[11 +~ me,1ns ,1dd ftl -.[rl. 

Fig. 9-11. The program of Fig. 9-7 written in the C language. This example 
indicates something of C's compactness and flexibility not its full expressive 
power. 
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influence. In 1961, Vyssotsky used bit-vector techniques for data-flow 
analysis to provide flow-based diagnostics in FORTRAN. Vyssotsky's un­
published methods were to be generalized a decade later in the works of 
J. Cocke at IBM, J. T. Schwartz at New York University (NYU}, and 
G. A. Kildall at the Naval Postgraduate School.63

'
64 M. S. Hecht and 

J. D. Ullman later found efficient ways to order the iterative steps that the 
methods involve.65 In 1969, at Bell Labs, R. Sethi and Ullman, starting 
from work by J. Nievergelt in Zurich, demonstrated an algorithm to generate 
provably optimal code to evaluate mathematical expressions on simple 
register machines.66

'
67 Shortly after, S. G. Wasilew invented an enumerative 

technique to optimize code for the elaborate instruction set of the 
IA ESS* switching equipment. Building on the methods of Sethi, Ullman, 
and Wasilew, A. V. Aho and S. C. Johnson subsequently presented a 
widely applicable dynamic programming technique that handled multiple 
registers, temporary storage, and a mix of instruction forms.68

'
69 The stan­

dard textbook methods of flow analysis and code optimization in use in 
the 1980s can be traced to these origins. 

VIII. COMPUTERS FOR THE TRANSMISSION AND STORAGE OF 
INFORMATION 

8.1 Data Transmission Between Computers 

Stibitz's complex number computer had been introduced in 1940 to the 
scientific community over the first computer data link, a teletypewriter 
connection. (See section 4.1.) By the mid-1950s, it was apparent that elec­
tronic computers would require much higher-speed data transmission than 
could be provided by standard teletypewriter equipment. Bell Labs ac­
cordingly demonstrated in 1956 the use of standard switched telephone 
circuits to provide direct magnetic-tape to magnetic-tape transmission of 
digital data at a speed of 600 baud (60 characters per second), or about 
ten times that of standard teletypewriters. The data were protected by 
parity checks, and records showing parity errors were automatically re­
transmitted. This demonstration was not, in fact, hooked up to a computer. 
Since there was at that time no agreement as to computer magnetic-tape 
formats, an ad hoc arrangement of the magnetic tape was used, which 
was prepared and printed out, at much lower speed, on standard off-line 
printing equipment. The demonstration did, however, show that tape-to­
tape transmission of digital data could be achieved-at speeds reasonably 
matched to the computers of the time-over normal long-distance tele­
phone connections dialed at random. 

• Trademark of AT&T Technologies, Inc. 

TCI Library: www.telephonecollectors.info



380 Engineering and Science in the Bell System 

In the early 1960s, transmission facilities similar to those used in the 
1956 demonstration were used to provide several Bell Labs branches with 
entry to the major compulting centers in New Jersey. This enabled the 
branch labs to resolve problems beyond the capability of their own modest 
computing facilities. The transmission facilities normally used voice-grade 
telephone circuits, usually those provided for interlocation telephone traffic. 
The detailed arrangements depended on the specific equipment available 
at the remote location. 

In early 1972, A. R. Breithaupt and N. A. Martellotto proposed connecting 
the large IBM batch-JProcessing systems at Holmdel, Whippany, and Indian 
Hill. Connections were made via Telpak-A data links, and IBM's Associated 
Support Processor (ASP) was expanded considerably to support ASP-to­
ASP communications. 70 By June 1976, the resulting Bell Labs Interlocation 
Computing Network, which had become fully operational and generally 
available in 1974, included three centers and over a dozen satellite locations 
across the country. If desired, a user at one site could run a job at a second 
site and direct the output t:o a third site. 

By the late 1960s, work was progressing on techniques for forming 
networks of cooperating c:omputers. In 1968, W. D. Farmer and E. E. 
Newhall demonstrated an experimental loop system for interconnecting 
digital devices. 71 In 1970, J. R. Pierce proposed a hierarchial interconnecting 
loop network for high-speed data communications, with users responsible 
for their own signaling and error handling. 72 At about the same time, 
A. G. Fraser proposed and started constructing an experimental, high­
speed, packet-switched network known as Spider, in which a central mini­
computer acts as a switch and provides error-control and flow-control 
services for computers and terminals that are connected by the network. 73 

By 1976, several minicomputers in the Bell Labs acoustics research group 
had been connected by a loop system following Pierce's ideas, and Spider 
had grown into an ilntemal network supporting about a dozen minicom­
puters with various services, including a network file-storage facility, a 
network printer, andl access to the Honeywell 6070 computer in the Murray 
Hill computation center. 

Pierce loops and Spider were two of many packet network experiments 
in the world at the time, the best known of which was ARPANET, spon­
sored by the Defense Advance Research Projects Agency. 74 In such net­
works, a shared high-speed transmission medium carries packets of data 
from many sources, each packet being tagged with identifying information 
to get it to the prope:r destination. In a small loop network, receivers simply 
grab from one shared loop the packets destined for them. In a larger Pierce 
network or in the ARPANET, packets may travel by stages, relying on 
intermediate receivers to forward them towards their ultimate destinations;: 
routing is a time-consuming, packet-by-packet activity. The overhead of 
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routing was greatly simplified by Fraser's idea of virtual circuits, first dem­
onstrated in Spider and its successor network, DATAKIT* virtual circuit 
switch.75 (See Chapter 8, section 4.3.) In these networks, as in the voice 
telephone network, a route is set up in advance for each call; however, 
no circuit space is dedicated to any individual call. The packets of a call 
identify only the call, not its destination, and switches along the route 
keep simple tables that specify the next link of the route for each call in 
progress. As its name implied, the DATAKIT virtual circuit switch was 
designed as a modular switching system that could gracefully expand into 
a large-scale communication network. 76 The DATAKIT virtual circuit switch 
demonstration eventually led to Bell System data-switching products. 

8.2 Information Transfer Between Computers and People 

Computer scientists have long been concerned with the transfer of 
information between computers and people, and between people and peo­
ple. Although information transfer, viewed broadly, was the entire mission 
of the Bell System, we shall exclude telephony from the present discussion 
and focus on the parts that belong properly to computer science. 

8.2.1 Computer Movies 

For communication between computers and people, words and numbers 
may be sufficient, yet for many applications, a graphical or pictorial rep­
resentation may be much more informative. To provide this type of output, 
Bell Labs installed a Stromberg-Carlson 4020 microfilm printer at Murray 
Hill in 1961. This device converted information from a computer-generated 
magnetic tape to 35-millimeter film. In the first large-scale application of 
the facility, W. L. Brown and J. D. Gabbe generated several thousand plots 
from hundreds of thousands of measurements of the earth's radiation 
belts made by the Telstar satellites.77

•
78 [Fig. 9-12] 

The low cost of film production on the Stromberg-Carlson recorder 
suggested using it for movies. R. M. McClure made the first computer 
movie at Bell Labs, a classified film of a cloud of incoming ballistic missiles 
and decoys. J. B. Kruskal, Jr., made a moving display of the iterations of 
his algorithm for multidimensional scaling, and E. E. Zajac conveyed the 
results of a computer simulation of satellite motion as a movie of a gyrating 
and tumbling box.79 [Fig. 9-13] A. M. Noll made a stereographic three­
dimensional movie, and F. W. Sinden illustrated the educational potential 
of computer movies.so.st Interested in the artistic potential of computer 

• Trademark of AT&T. 
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Fig. 9-12. High-energy proton data from the Telstar I satellite. R is earth radii and L is 
magnetic latitude. Computer-generated plot shows five bands of flux, labeled a through e, 
in the earth's inner radiation belt. The several thousand plots generated from Telstar data 
would have been exceedingly difficult if not impossible to prepare manually. 

animation, Knowlton introduced a movie-making language called Beflix, 
with which several award-·winning scientific and artistic films were pro­
duced.82 Several computer-generated stereoscopic films were made on such 
topics as the motion of an inner ear component. 

In the mid-1960s, W. H. Ninke and collaborators developed a series of 
satellite processors for interactive graphics. Graphic 1 and Graphic 2 in­
corporated minicomputers aLnd vector display-processing hardware with 
graphic subroutine capabilities. 83 These powerful terminals represented a 
remarkable advance over the simple teletypewriter used by Stibitz in 1940 
to demonstrate his complex number computer. (See section 4.1.) The 
Graphic 2, later manufactured for Bell Labs and Western Electric by the 
Digital Equipment Corporation, saw wide use in computer-aided design 
of printed-wiring boards, logic schematic drawings, and office-equipment 
layouts. 

8.2.2 Computers in Data-Base Applications 

Data-base applications burgeoned throughout Bell Laboratories and the 
Bell System from the mid-1960s onward, from enormous inventory-control 
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(a) 

(b) 

Fig. 9-13. Computer-generated movie frame showing a sat­
ellite tumbling in orbit around earth. (a) Single frame. (b) A 
composite of several frames. A clock drawn at the upper right 
of each frame counted the orbits. [Zajac, Commun. ACM 7 
(1964): 170.] 
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systems to relatively small ad hoc surveys. To support the myriad smaller 
data management applications, Sinowitz at Bell Labs developed an inter­
active information retrieval system called Dataplus. 84 T. A. Gibson, B. W. 
Puerling, J. T. Roberto, and others provided further automated tools.85•86 

With their Off-the~Shelf System, the construction of hierarchical data 
bases including data-gathering, inquiry, and summary facilities that worked 
in the terms of an application became a matter of little work b~yond that 
of defining the task in the first place.87 This system proved particularly 
valuable in preparing Bell System surveys with nationwide input. 

In an unusual experimental information service, M. E. Lesk developed 
a directory-assistance system for Bell Labs telephones. A caller would type 
the name and initials of a fellow employee on his Touch-Tone telephone 
and receive the called party's number by recorded voice.88 A recorded 
voice would ask further questions to resolve ambiguities. Despite the con­
founding of three letters on each button of a Touch-Tone phone, the rate 
of unresolvable ambiguities was under one percent. 

TCI Library: www.telephonecollectors.info



384 Engineering and Science in the Bell System 

8.2.3 Computer-Aided Distribution in Libraries 

To help get Bell Labs papers promptly to the employees who needed 
them, W. S. Brown and J. F. Traub conceived the Mercury computer-aided 
distribution system.89 Using subject codes from a hierarchical vocabulary, 
together with organization and project numbers and individual names, 
authors described the readers they wished to reach, and readers described 
the papers they wished to receive. These descriptions were matched by a 
computer, which printed a distribution list and addressing labels for each 
paper. Developed in 1966 in cooperation with the Bell Labs library, Mercury 
was just one of many computer applications to help the libraries locate 
and disseminate information for the benefit of technical people at Bell 
Labs. Other applications induded keeping on-line circulation t·ecords, pre­
paring the union catalogue, constructing specialized indexes and bibli­
ographies, keeping business records, and disseminating awareness bulletins 
about current literature. 90

•
91 

8.2.4 Computer Pre1:,aration of Documents 

With the advent of interactive computing, research people began pre­
paring manuscripts on computers. Starting from the model of Runoff by 
J. Saltzer at MIT, a succession of text-formatting programs culminated in 
the early 1970s with Ossanna's "troff" (pronounced "tee-roff"). 92 Troff 
drove a commercial phototypesetter directly from a computer rather than 
from punched pape:r tape .as was customary in the industry. Combining 
familiar formatting capabilities with programmability-macros, traps that 
could be set to perform arbitrary actions at particular positions on a page, 
and "diversions" to capture already formatted text for repositioning on 
the page-troff was capable of setting pages of a complexity that would 
normally have had to be set by hand. Troff strove for generality, not 
simplicity, and "penalty copy," such as mathematics, was painful to get 
right. But in the tool-buildirtg environment of UNIX, troff could be exploited 
by other programs. Kernighan and L. L. Cherry used the YACC (yet another 
compiler-compiler) compiler-writing system to create eqn, a remarkably 
natural language for setting mathematics, which could be translated au­
tomatically into troff.93 [Fig. 9-14] Lesk supplied a set of macros that divorced 
the logical content of a document from the physical shape of the page. 
By the mid-1970s, it became possible to run off a typewritten draft, a 
typeset internal memorandum, and finally camera-ready copy in the style 
of a particular journal from one and the same text file.94 Troff and related 
programs propagated throughout Bell Labs, to Western Electric for the 
production of Bell System Practices, to the Physical Review, and elsewhere, 
fostering radical changes in job descriptions and altering the traditional 
division of labor among technical, secretarial, and clerical personnel. Though 
computerized typesetting did not originate with troff, only with troff did 
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>-sup 2 over a sup 2 --- sqrt (pz sup 2 + qz + rl 

roman erf (z) --- 2 over sqrt pi 
int sub O sup z e sup -t sup 2 dt 

erf(z) 

Fig. 9-14. Mathematical typesetting by eqn. The two typed equations, 
which closely imitate spoken mathematics, produce the two typeset 
versions. 
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it become established as a widely accessible facility, giving substance to 
and enlarging upon Charles Babbage's 19th century dream that the product 
of automatic computation might one day be printed without the intervention 
of human labor and human error.95 

Text in a computer was available for analysis as well as for typesetting. 96 

Using data gleaned from a million words of text at hand in 1973, Morris 
conceived an ingenious approach to detecting typing errors based on the 
statistical likelihood of the appearance of three-letter groups in English.97 

The UNIX program that implemented the idea also performed the neat 
trick of counting logarithmically to compress the storage needed for fre­
quency counts.98 

IX. COMPUTING AND MATHEMATICS 

9.1 Mathematical Foundations of Computing 

Theory preceded practice in computers. In the 1930s, A. M. Turing, at 
Cambridge, had outlined ultimate limitations on computability and had 
propounded a compelling thesis of universality: aside from efficiency con­
siderations, whatever one computer can calculate, all computers can.99 

The mathematical methods, which the first computers were designed to 
carry out, were also classical. And Shannon's application of Boolean algebra 
to the design and analysis of logic circuits reached maturity with the 
publication of the book Design of Switching Circuits by three Bell Labs 
authors, Keister, A. E. Ritchie, and S. H. Washburn.100 (Ritchie's son, Dennis, 
would later participate in the creation of the UNIX system and the C 
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language.) Nevertheiess, the actual presence of machines gave new impetus, 
and altered emphasis, to the applicable mathematical disciplines. 

During the 1950s,. switching theory flowered into automata theory, with 
contributions from many quarters. Particularly influential were the methods 
of D. A. Huffman (MIT) for synthesizing sequential circuits and of M. 0. 
Rabin and D. Scott (IBM) for deciding equivalence. 101

,
102 Formal models 

of finite-state automata, known by their author's names, were formulated 
by E. F. Moore and Mealy of Bell Labs.103

•
104 These models decomposed 

sequential circuits into a combinatorial, or Boolean part, and a memory 
part. Combinatorial synthesis by prime implicant analysis-a way of min-· 
imizing the size of Boolean equations-was studied by M. Karnaugh, whose 
name became enshirined in Karnaugh maps. 105 Researchers,, particularly 
D. B. Armstrong, A. D. Frliedman, and P.R. Menon, became proficient in 
devising effective design methodologies to re-express Boolean expressions 
in various forms that corresponded to realistic circuit technologies: restricted 
depth, restricted fanout, NAND-NOR circuits, exclusive OR circuits, pro-• 
grammed logic arrays, etc.106 

Automata theorists also turned their attention to the important but 
forbidding task of diagnosing faulty digital circuits. Fortunately circuits 
typically failed digitally: it was plausible to model single errors as certain 
wires being stuck at O or stuck at 1. Then the diagnostic problem became 
one of formulating 1~fficient sets of test vectors, or inputs that would elicit 
distinctive syndromes, wh1~reby offending circuit elements could be iden-· 
ti.fled. Armstrong proposed a method of path sensitization to establish thEi 
external visibility of errors internal to a circuit.107 Diagnostic techniques 
were codified in the book Fault Detection in Digital Circuits by Friedman 
and Menon. 108 

As theoretical understanding of logic circuits advanced, formal tech-­
niques were adapted into computer programs to help design these circuits. 
As early as 1958, the logical design of processors for the Nike X missile 
defense system, later known as Safeguard, was expressed in logical equa-­
tions from which wiring diagrams and physical layouts were generated 
automatically. (See National Service in War and Peace (1925-1975).) By the 
late 1960s, methods of automata theory became an indispensable tool for 
major hardware design projects. The Logic Analyzer for Maintenance 
Planning (LAMP) was developed to aid in the design and verification of 
the lA ESS switching equ:ipment.109 Another example is the Finite State 
Support Software (FS3

) system, which was developed to provide a uniform 
system of machine-aided tools to support an orderly method of software 
design and development. It was designed in 1972 by L. L. Crume to 
support the mobile radio cellular processing system and described in an 
internal publication in 1976. The ultimate infusion of automata theory 
into development projects happened at the instigation of development 
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departments, which could not hope to accomplish their complex under­
takings without computer assistance. Research interest, inspired indeed 
by the real world of digital hardware, provided the confident basis of 
understanding that undergirded the technology. 

About a decade after founding switching theory, Shannon announced 
the fundamental theorem of information theory 110 (see Chapter 1, section 
VIII) and established as the elementary unit of information the binary 
digit, dubbed bit by J. W. Tukey. The use of this term became widespread 
throughout the computer and communications industries to specify storage 
capacities and information content. Information theory quantifies the limits 
of performance of communications systems. Successful performance in 
the face of random errors is secured by adjusting the degree of redundancy 
in messages. 

Introduced about 1938 into telephone switching equipment by R. E. 
Hersey, error-correcting codes were first employed in computers by Stibitz 
in his design for the Model II relay machine. In 1948, R. W. Hamming 
showed a systematic and optimal way to make correctable any single-bit 
error in a block of data. The coding technique that bears his name has 
been widely used in computer memories.111 Error-correcting codes that 
cope with bursts of errors, devised by D. W. Hagelbarger in 1959, have 
commonly been employed to enhance the reliability of disk memories.112 

Related work in the development of algebraic coding theory by D. Slepian 
and others is discussed in Chapter 1, section 8.6 of this volume. 

Deepened mathematical study of automata theory was fueled by fas­
cinating speculation: J. von Neumann at the Institute for Advanced Study 
suggested self-reproducing automata as a model of organic existence.113 

His idea was to be vivified by Moore at Bell Labs, who imagined a pop­
ulation explosion of floating factories that he called "artificial living 
plants." 114 Moore's ideas, as well as the related work on how machines 
might be made to play chess by Shannon, 115 and by J. H. Condon and 
Thompson, 116 are discussed in Chapter 1, section 9.3 of this volume. 

Automata theory has roots in mathematical logic and linguistics as well 
as switching theory. The capabilities of state machines relate directly to 
the richness of the languages, or sets of symbol strings, that they produce 
or recognize. The hierarchy of language families characterized in the mid-
1950s by the MIT linguist N. Chomsky was seen to unify known logical 
systems and automata models.117 The abstract linguistic viewpoint fostered 
an explosive growth of understanding to which Ullman and Aho at Bell 
Labs contributed heavily. From the study of formal languages and their 
processors grew a scientific basis for the technology of programming lan­
guages. Chomsky's syntactic formalisms, further propagated by the report 
on ALGOL 60, almost immediately suggested mechanical means of creating 
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language parsers.118•
119 Among these was the TMG (Transmogrifier) com­

piler generator, which originated with McClure at Southern Methodist 
University, and was elaborated on by Mcilroy at Bell Labs. The TMG 
became the basis for the PL/I compiler with which MULTICS was im­
plemented.120·121 From the flood of parsing models there eventually 
emerged, the eminently practical left-to-right (LR) methods originated by 
D. E. Knuth at California Institute of Technology.122 Aho, S. C. Johnson, 
and Ullman discovered how, in the LR framework, to cope with simplified, 
formally ambiguous grammars. 123 Johnson implemented these ideas in the 
YACC compiler generator. One of the most powerful of the UNIX system 
tools, YACC produced professional-quality parsers from do-it-yourself 
specifications. Complex YACC-based processors for the C and FORTRAN 
programming languages, typesetting (see section 8.2.4 in this chapter}, 
and many other purposes have seen extensive use throughout Bell Labs 
and the Bell System.124 Such was the leverage of this one product of 
research in automata and formal languages that most YACC-based com-· 
pilers and programs were constructed by only one or two individuals. 

9.2 Complexity in Computing 

The speed of computing depends not only on the speed of hardware 
but also on the computational complexity of computing processes. As 
computers grew in size and speed, larger problems were attempted, and 
the scaling of solution time with problem size became a matter of concern. 
For example, early methods of sorting n items of data stored in a computer 
memory took time proportional to n2. This made little practical difference 
when computer memories were small. It seldom mattered whether a job 
ran for a second or a minute. But, by the late 1950s, computer memories 
could hold more than 10,000 items; then the discovery of a method 0£ 
internal sorting, in which the running time grew only as nlogn, spelled 
the difference betw1~en a minute and an hour of computing. 125 

A heuristic argument that nlogn was the best guarantee that could be 
made for the time to sort n items was finally made rigorous in 1969 by 
Morris.126 His result took the number of comparisons as a measure of time. 
Aho, J.E. Hopcroft, and Ullman later showed that if comparisons them­
selves take time proportional to the amount of store occupied by the items 
being compared, sorting can be accomplished in time proportional to the 
total amount of store occupied.127 (There is no conflict with Morris's result: 
n items, all different, must occupy at least nlog2n bits of store.) 

As illustrated by the analysis of sorting, complexity theory involves (1) 
models of computation and the costs of computation, (2) upper bounds, 
that is, achievable costs for classes of problems, and (3) lower bounds, 
that is, costs that cannot uniformly be bettered for a given class of problems 
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in a given model of computation. Among the models of computation are 
models of automata theory; complexity theory intertwines naturally with 
automata and formal language theory. In an application to library work, 
Aho and M. J. Corasick, knowing that texts in regular languages could be 
analyzed in time proportional to the length of the text, were led to devise 
a literature search program that could spot any of 100 or more keywords 
in a bibliographic file as quickly as it could spot one. 128 Their method 
reduced search time from being proportional to the product of the sizes 
of the bibliographic file and the list of keywords to search time proportional 
to the sum; this achieved a speedup of a factor of 50 in typical cases. 

The algorithm used for pattern-matching by Aho and Corasick was 
deterministic, i.e., it was designed for one processor to carry out sequentially. 
Since it gets only one look at each symbol of the file, it must encode 
history in an internal state, and the number of states may be exponentially 
large in the size of language specification. An alternative nondeterministic 
model of computation due to R. W. Floyd of Stanford required only a 
linear number of states and used backtracking, or parallel computation, 
to follow a multiple path. 129 Thompson devised an elegant linear-space 
way to carry all the parallel paths forward simultaneously on a single 
processor.130 Thompson's algorithm made elaborate pattern-searching fa­
cilities possible in text-editing programs on even the smallest minicom­
puters. 

Sorting and searching are examples of discrete or combinatoric problems, 
which have been elevated to prominence by the advent of computers, 
bringing graph theory and finite groups into the tool kit of computer 
scientists on an equal footing with linear algebra and probability. Com­
binatoric problems had long concerned Bell Labs scientists studying network 
problems. (See Chapter 1, section 3.4 in this volume.) Naturally computers 
were soon brought to bear on them. 

In 1956, Kruskal, who later joined Bell Labs, found an efficient method 
for the minimum spanning tree problem-finding a set of links that connects 
all points of a network and uses a minimum amount of wire-and the 
following year, R. C. Prim of Bell Labs found an alternative method par­
ticularly suited to networks with many edges per vertex.131

•
132 (See Chapter 

1, section 3.4 in this volume.) Z. A. Melzak showed that a related problem 
posed by J. A. Steiner in the 19th century-finding the minimum spanning 
tree in a plane network given the freedom to introduce new internal ver­
tices-is also discrete; only a finite number of points are candidates for 
introduction. 133 

Prim's and Kruskal's methods were disarmingly simple to understand 
and could be carried out for a network of n points in time at most pro­
portional to n2

• This time bound is dramatically better than that for the 
naive method of simply trying all of the at most n"- 2 spanning trees, each 
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of size n - 1. On the other hand, even with Melzak's reduction, the Steiner 
problem remained much harder, and had no known method of solution 
guaranteed to be dramatically superior to enumeration. 

The two spanning tree problems illustrate an important dichotomy in 
combinatorics, polynomial-time versus NP-complete problems. First rec­
ognized by S. A. Cook of Toronto, NP-completeness became a lively topilc 
of study at Bell Labs, epitomized in the treatise Computers and Intractabilil'y 
by M. R. Garey and D. S. Johnson. 134

•
135 (See Chapter 1, section 9.4.1.) 

NP-complete problems studied at Bell Labs included wire routing, 136 process 
scheduling, 137' 138 biln packing, 139 and graph partitioning. 140 Though com­
pelling evidence suggests that NP-complete problems have no solution 
methods that uniformly require less than exponential time, excellent ap­
proximate solutions may often be found more rapidly. So it was with S. 
Lin's approach to the traveling salesman problem, to find the shortest 
closed route that visits every one of n cities.141 Lin's techniques worked 
essentially perfectly on SO-city problems. (Curiously, the Bell System was 
sometimes required by law, as well as by engineering needs, to solve the 
minimum spanning tree, Steiner, and traveling salesman problems. In 
certain jurisdictions network rates have been based on these criteria.) 

In another dramatic illustration of the potential gains from reduced 
time complexity, the FFT .algorithm for finite Fourier transforms burst into 
the collective consdousness of scientists who had ignored a half-centmy 
of precursors. (See Chapter 1, section 12.4 in this volume). Because of 
computers, the time was right for its rediscovery by J. W. Cooley of IBM 
and Tukey of Bell Labs in 1965.142 By achieving a factor of n/logn speed 
up, the FFT made digital signal processing much more widely affordable 
than before, and spurred the development of special digital signal pro­
cessors. A cascade architecture by G.D. Bergland and R. Klahn followed 
almost immediately in 1966.143 Then, in 1967, R. R. Shively and his as­
sociates completed the first sequential FFT processor, which was used for 
research in digital signal processing.144 Two years later, Bergland and 
D. E. Wilson introduced a new version of the FFT, suitable for imple­
mentation on computers employing multiple processors in parallel. 145 

9.3 Numerical Analysis and Computing 

Numerical analysis antedated computers by more than a century. Indeed, 
the first computers were built to cope with problems in numerical analysis, 
and their spectacular successes reinvigorated the field. The very scale of 
problems that could be attacked made new approaches necessary. For 
example, traditional methods of filter design, stretched to their limits, en­
tailed calculations to 40 decimal digits in order to get three- or four-digit 
accuracy. New design techniques became necessary. The filtering process 
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itself could be carried out numerically, which led to more problems of 
design and analysis that were pursued by J. F. Kaiser and others. 146·147 

(See Chapter 1, section 3.3.) Digital filters not only became a computational 
tool but also were deployed in telephone transmission, radar, and other 
operational systems. And the study of filters fed back into classical numerical 
analysis as Hamming applied insights from signal processing to the question 
of stability of quadrature methods. 148 

Hamming frequently articulated the difference in interests, tastes, and 
objectives between practicing numerical analysts and most other mathe­
maticians.149 Those differences were already in mind when he participated 
in the creation of the Association for Computing Machinery (ACM) in 
1948-almost before there were any computing machines-and when he 
gave the ACM Turing Award lecture in 1968.150 With time, however, 
computing so invaded the domain of applied mathematics, and mathe­
matical reasoning proved so valuable in all of computer science, that the 
fields came to enrich each other. Indeed, researchers in foundations, par­
ticularly logic and complexity, identified themselves as mathematicians or 
computer scientists more by will than by reason. 

The possibility of doing math mechanically intrigued scientists long 
before computers were developed. Turing intended his machine model to 
be a model of formal mathematics, and through it showed that mathematics 
is inherently incomplete: it must always be possible to pose undecidable 
problems. Undecidability, however, is a property of an infinite class of 
problems; even in undecidable domains, individual problems may very 
well be decidable. Thus H. Wang was able to show that in mathematical 
logic undecidability is confined to formulas of certain special types. 151 In 
a decidable subdomain of logic, Wang used the IBM 704 to prove, in 8.4 
minutes, all the theorems of propositional calculus in A. N. Whitehead 
and B. Russell's Principia Mathematica.152 Encouraged by the work of Wang 
at Bell Labs and of Loveland at IBM, M. Davis of NYU conceived and 
Mcilroy programmed a theorem prover for the predicate calculus. Capable 
of proving elementary theorems in group theory or number theory ab 
initio, the theorem prover was too feeble to help in the everyday work of 
practicing mathematicians. Far more knowledge of techniques for specific 
problem domains would be required to do real mathematics on a computer. 

ALTRAN (see section VII above) mounted just such a specialized attack 
in the domain of multivariate rational functions. In addition to being a 
large undertaking, ALTRAN posed a significant computational challenge 
in the essential matter of finding multivariate greatest common divisors. 
Classical generalizations of Euclid's algorithm had intolerable exponential 
time and memory requirements, which were finally overcome by W. S. 
Brown and Traub. 153 Similar obstacles to polynomial factoring were ame­
liorated by a fundamental algorithm devised by E. R. Berlekamp. 154 Thus 
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in symbolic algebra, as in many other areas of computing, the implemen-­
tation on computers of well-known mathematics led to the augmentation 
of that very knowledge. 
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Chapter 10 

Digital Communications 

By the early 1980s, digital communications was taken for granted. Virtually 
all new transmission and switching systems were digital, and the telephone 
plant was in the midst of an evolution that promised to provide all users of 
telecommunications facilities with flexible, end-to-end digital connectivity. The 
story of the turnabout from the analog transmission facilities of the 1940s to 
the first digital transmission system-the T-1 carrier-installed in 1962 is a 
fascinating one, and one on which pivots the entire philosophy of communi­
cations in the modern era. The path from analog to digital was not an obvious 
one, and the turnings to and fro in response to progress and circumstance 
illuminate the nature of telecommunications research in one of its most fertile 
periods. This far-reaching advance and the further innovations that followed 
illustrate some of the great successes of the combination and coordination of 
research and development at Bell Laboratories. 

I. PULSE-CODE MODULATION (PCM) 

It is ironic that before Alexander Graham Bell's invention of the telephone 
in 1875, the existing communications facilities-Le., telegraph systems­
were digital. Inventors during the 40 years preceding Bell's invention had 
attempted unsuccessfully to "telegraph" music and speech using simple 
openings and closings of electrical circuits. Bell focused the world's attention 
on the intrinsic advantages of analog transmission. His aim was " . . . 
by means of the undulation of pressure of sound on a membrane, to 
produce an electric current the strength of which should at every instant 
vary directly as the pressure varied." 1 Analog transmission of speech was 
ideally suited to the needs, media, and technology of the first half of the 
20th century, and it was only during the period immediately preceding 
World War II that some researchers turned their attention toward the 
consideration of the possibilities of digital methodologies for speech trans­
mission. There was no foreshadowing at that time of the digital electronics 
and computer revolution yet to come, which would provide such a natural 
environment for the evolution to a digital plant. 

The history of pulse-code modulation (PCM) in the Bell System parallels 

Principal author: R. W. Lucky. Portions of this chapter have been adapted from an unpublished 
manuscript on pulse-code modulation by W. R. Bennett. 
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that of the microwave radilo systems discussed in Chapter 5 of this volume. 
Both had their antecedents in the years before World War II, and each 
grew to commercial application during the period from 1950 to 196S. 
Ironically, PCM was invented for possible application to microwave radio 
links and, instead, became the dominant technique for short-haul cable 
systems. In 1938, the extra bandwidth needed for PCM on radio links 
seemed economical and easily obtainable, but the following decades showed 
that the more important application was time-multiplexing of many (24) 
channels on a singlie cable pair, thereby increasing the utilization of existing 
conduit facilities. It was only in the early 1980s that once again PCM and 
radio technologies came together in the form of high-capacity digital radio 
systems. In the intierim, PCM had a rich history of its own, changing the 
face of modern communications technology and emerging as one of the 
principal themes of change in the telecommunications plant during the 
second half of the 20th century. 

1.1 Mathematical foundations of PCM 

PCM is based on two concepts: first, a continuous signal wave can be 
reconstructed from isolated samples, and, second, the samples can be 
adequately approxilmated by discrete numbers. Of these concepts, the first 
is the more revolutionary. Once the notion of reproducing a wave from 
samples is accepted, the idea of measuring the samples in terms of a 
discrete scale of numbers with sufficiently close spacing to make roundoff 
negligible presents few difficulties. 

Determination of a complete waveform from a set of samples is an 
interpolation probllem, and as such was touched on by various mathe­
maticians in the 19th century and earlier. Some of the history of this 
problem, and the central contribution of H. Nyquist [Fig. 10-1], have been 
recounted in Chapter 1, section 2.3 of this volume. Although E. T. Whittaker 
had shown a complete demonstration of the sampling theorem in the 
Proceedings of the Royal Society of Edinburgh in 1915,2 communications 
engineers remained unaware that a band--limited function could be uniquely 
reconstructed from a set of samples taken at a rate exceeding twice the 
highest frequency of its components. The first need for the notion of 
sampling in communications came when multiplexing of telephone chan­
nels by time division was proposed. Some patents were issued on methods 
of time-sharing for independent speech waves in the early 1900s, but 
because of the relatively slow rotating switches available at that time, 
time-sharing did not come close to a useful realiza~ion. 

A serious suggestion reviving the idea of time-division multiplexing for 
voice channels was made by G. Valensi of France in 1920. Valensi offered 
his idea to the United States as a gift expressing his gratitude for aid in 
World War I. The method was brought to the attention of the American 
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Fig. 10-1. H. Nyquist, who originated many fundamental 
concepts of communications, including the criterion for sta­
bility of negative feedback amplifiers and sampling theory 
as applied to digital systems. 
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Telephone and Telegraph Company (in an unpublished memorandum 
transmitted to J. J. Carty in 1920), and J. R. Carson was given the assignment 
to analyze its merit. Carson, in an unpublished memorandum of 1920, 
calculated the response that would be observed in the output of the typical 
segment of a receiving distributor from a contact rotating in synchronism 
with that of a similar distributor at the transmitting end of a line when 
independent signals were impressed on the different segments at the 
transmitter. His calculations showed that a low-pass filter in the output 
circuit with cutoff at the highest frequency in the signal band reproduced 
the original signal correctly when the sampling rate exceeded twice the 
highest signal frequency. This was, in effect, the sampling theorem, but 
Carson did not emphasize this result. He was more interested in the crosstalk 
between the channels assigned to adjacent commutator segments. It ap­
peared that the amount of bandwidth required to reduce the crosstalk 
below tolerable limits was far too great to make the plan attractive. Carson's 
well-founded objections of that time laid time-division multiplex telephony 
to rest for many years, just as his evaluation of frequency modulation in 
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the same era properly dampened the enthusiasm of early FM adherents. 
(See Chapter 1, section 2.2 in this volume.) 

The next appearance of the sampling theorem was in the classic paper 
by Nyquist in 1928.3 Nyquist's problem at that time was telegraph trans­
mission over a limited bandwidth. He showed how many independent 
samples could be received over a channel with specified bandwidth in the 
absence of noise. Although the sampling theorem was not explicitly stated, 
the result was implicit in Nyquist's work, and communications engineers 
in succeeding years came a.gain and again to refer to the insight in Nyquist's 
landmark contribution. 

The feasibility of time-division multiplex telephony became a subject 
of further examination in the late 1930s when the Bell System began the 
development of a truly wideband facility using a coaxial cable as the 
transmission medium. Nyquist and W.R. Bennett [Fig. 10-2] looked at the 
problem, and both naturally began by studying Carson's 1920 memoran­
dum. Nyquist thought that Carson was too pessimistic about bandwidth 
requirements and suggested that the principles enunciated in his 1928 
paper could be applied to use bandwidth more efficiently. Nyquist's pro­
posal consisted of the use of linear networks to rearrange the spectrum 

Fig. 10-2. W. R. Bennett, who pioneered in digital com­
munications and wrote several books on the field. 
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Fig. 10-3. W.R. Bennett's 1941 representation of a time-division mul­
tiplex system. Samples from three channels at left are delivered to three 
receiving channels at right. 

403 

of the signal samples before transmission to the line. It became clear to 
Bennett from a study of Nyquist's algebra that what Nyquist was trying 
to do was equivalent to taking samples with infinitesimal contact time. 
Bennett's paper on time-division multiplex telephony, published in 1941, 
expounded this idea and again exhibited the sampling theorem. 4 The con­
clusion reached was that time-division multiplex was not a good method 
to apply to the coaxial cable. [Fig. 10-3] Although the available bandwidth 
would have been sufficient, the variations in attenuation and delay as 
functions of frequency over a long multirepeatered coaxial cable system 
were large enough to produce intolerable crosstalk between channels. The 
knowledge gained by these studies remained a part of the communications 
art and was available when new problems arose with different constraints. 

1.2 The Invention of PCM 

PCM was first disclosed in a patent issued to P. M. Rainey of the 
Western Electric Company in 1926.5 Rainey gave a complete description 
of how the method could be applied to picture and facsimile signals. [Fig. 
10-4] His invention aroused little interest at the time and was, in fact, 
forgotten by Bell System engineers. The existence of his patent was only 
discovered after many other PCM patents had been issued. The second 
patent on PCM, and the one that became associated with its invention, 
was obtained by A. H. Reeves, who conceived the idea in 1937 while 
working at the Paris laboratories of the International Telephone and Tele­
graph Corporation. 6•7 Reeves's patent, issued in the United States in 1942, 
expressed the three steps in succession that were necessary in a PCM 
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Fig. 10-4. Drawing adapted from a diagram in P. M. Rainey's patent, filed in 1921 
and issued in 1926, showing how code could be transmitted from the distributor (1) to 
the receiving distributor (2). The application here was for sending photographs or other 
graphic information over telegraph lines. 
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system. The first, not new, was to scan the speech at a suitable rate and 
measure the amplitude of the speech wave at each time interval. The 
second was to quantize the amplitudes thus measured to a nearest integE!r. 
The third was to c:ode such integers in ordinary telegraph code. 

Reeves conducted shorlwave transmission experiments across the English 
Channel in the years immediately preceding World War II. He successfully 
transmitted speech by pulse-amplitude modulation, pulse-duration mod­
ulation, and pulse-position modulation. His work on PCM was apparently 
restricted to disclosure on paper as to how it could be done. Engineers at 
Bell Laboratories saw copies of Reeves' s circuit descriptions furnished as 
a part of the cross-licensing arrangements with the International Telephone 
and Telegraph Corporation. The significance of the PCM invention was 
not readily apparent at that time. For one thing, the interest at Bell Lab­
oratories was in media with narrow bandwidth. Also the complexity of 
the PCM process called for components that, at the time, were not well 
adapted. In consequence,, although during and after World War II pulse­
time modulation was used to a fairly large extent, the use of PCM had 
hardly begun. 

TCI Library: www.telephonecollectors.info



Digital Communications 405 

1.3 PCM Technology During World War II 

Somewhat before the entry of the United States into World War II, a 
group of circuit research engineers at Bell Laboratories was presented with 
a problem that, in effect, made PCM mandatory. The problem was that 
of developing effective systems for the secret transmission of speech. In 
World War I, the secrecy problem for telegraphy had been solved by using 
a method consisting of adding a random binary key modulo 2 to a syn­
chronous binary message. If the key was completely random, then all 
decoded messages became equally probable. Recovery of the original mes­
sage could be performed only if the random key was known. This method 
had not been applied to voice transmission because it necessitated trans­
mission of voice waves by digitized samples, which would have expanded 
the bandwidth required. 

The need at that time was for a secure enciphering of speech on an 
ordinary voice channel. Means for facilitating this were at hand in the 
form of the vocoder invented by H. Dudley in 1935. (See Chapter 2, section 
1.2.1, of this volume.) 8'9 The vocoder provided a bandwidth reduction of 
speech by a factor of ten if preservation of intelligibility but not necessarily 
speech quality were considered satisfactory. If the vocoder signal could 
be transmitted by digitized samples over an ordinary voice channel, an 
encrypted speech system could be furnished for wide usage. 

Details of a vocoder secrecy system were worked out by R. K. Potter 
and R. C. Mathes in 1941. A laboratory study of the project was initiated 
by engineers of the circuit research group. There was no government 
contract at first, and the early investigations had no classified status. The 
scheme that was evolved transmitted ten spectrum channels and a pitch 
channel. The bandwidth of each of these 11 channels was restricted to 
the range of 0 to 25 hertz, and hence each required sampling at the rate 
of 50 times per second. It was found by trial that the spectrum channels 
could be represented adequately by a voltage scale with six steps and that 
the pitch values required a further subdivision of each of the six primary 
steps into six smaller steps. 

The complete transmission requirement could be expressed as that of 
sending twelve 6-valued pulses, 50 times per second. The total number 
of pulses per second was 600, which appeared to be within the capability 
of voice channels at that time. Since a principal application was to be on 
transoceanic radio circuits plagued by multipath transmission, it seemed 
best to send the 12 pulses simultaneously in separate frequency subbands 
of the voice channel, with the six possible levels being distinguished in 
each subband by a choice among six discrete frequencies. The system, 
which later became known as Project X, could be described as 12-channel 
hexary PCM-FM-FDM (frequency-division multiplex). It represented the 
first successful realization of a PCM system for transmission of speech. 
(For more detail on this system, see Chapter 5, section 4.3 in a companion 
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volume in this series, subtitled National Service in War and Peace (1925-
1975), pp. 296-317.) 

Before the end of the war, several research groups at Bell Laboratories 
were engaged in studying PCM. A secrecy system using PCM applied t:o 
the complete voice band was developed by H. S. Black and J. 0. Edson. 10 

This was an 8-channel system known as the AN/TRC-16, operating at a 
sampling rate of 8000 samples per second and quantizing the samples in 
32 steps corresponding to five binary digits (bits). It was designed for use 
on high-quality mkrowave radio circuits that could accommodate the high 
pulse rate, which was 320 kilobits per second. The AN/TRC-16 required 
a bandwidth of 42.0 kilohertz (kHz). Although built for the United Stab~s 
government, it was not used during World War II because no satisfactory 
keying equipment was provided. The Project X system used an encryption 
key obtained by recording samples of uniformly distributed random noise 
and playing copies of the record at the transmitter and receiver. The tech­
nology of recording and reproducing was not sufficiently advanced at that 
time for a similar operation at the higher AN/TRC-16 pulse rate. Recourse 
was therefore taken to ps,eudorandom keying systems obtained by mixing 
multivibrator cycles, but skilled government cryptanalysts showed that 
the apparently secure key generated in this fashion could be broken with 
ridiculous ease. 

Another proposed military use of PCM was being studied at that time 
in the radio research department at the Holmdel, New Jersey location of 
Bell Labs under W. M. Goodall. Working in conjunction with R. L. Carbrey 
and D. M. Black, then at the Murray Hill, New Jersey location, Goodalll's 
group was building ·a 4-channel PCM system to be submittEid to the Navy 
for encrypted voice transmission. One of the difficulties in the design was 
the necessity of keeping proper synchronism in spite of the roll of the 
ship, which could keep the directive antennas out of contact for many 
seconds at a time .. Carbrey developed an arrangement using a voltage­
controlled crystal oscillator with the feedback voltage sto1red on a large 
capacitor, which ,vas able to hold the 8-kHz timing wave in synchronism 
during outages of up to one minute. Unfortunately, the project was rejected 
by the Navy on the grounds that the ships then had so many :radar antennas 
installed that there was not room or time to reconfigure for yet another 
antenna. In spite of the lack of military interest, some fundamentally 
important results on coding methodologies grew out of thils project. 

Before the end of World War II, Bell Labs scientists and engineers began 
an exploration of PCM for ordinary telephone use, apart from the aspect 
of secrecy. This work was security classified at that time because of the 
sensitivity of the subject with regard to military applications. The classi­
fication was later removed, but many of the earlier results remain un­
published to the time of this writing (1984). Other wartime communications 
projects at Bell Laboratories have been described in National Service in 
War and Peace (1925-1975). 
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1.4 Early Nonmilitary PCM Experimental Systems 

The period from 1944 to 1948 was the most fruitful in the history of 
PCM. The wartime projects had provided a stimulus immediately after 
the invention of PCM, at a time when there was no apparent commercial 
need for such a system. Research groups were intrigued with the concept 
of PCM and were engaged in building experimental PCM systems by the 
end of the war. At Deal, New Jersey (near Holmdel), Goodall sent a single 
voice channel by a PCM radio link, with a sampling rate of 8 kHz and 
5-bit (32-level) quantization.11 [Fig. 10-5] At Murray Hill, New Jersey, 
H. S. Black and Edson continued their experimental work with the 8-
channel PCM multiplex system. One of their notable inventions was the 
notion of companding-i.e., compressing the signal at the transmitter and 
expanding it at the receiver. A logarithmic relation was used in the quan­
tization of the speech waveform, so that low-amplitude speech amplitudes 
were finely quantized, whereas high-amplitude speech amplitudes were 
more coarsely quantized. This resulted in a subjectively higher signal-to­
noise ratio in the decoded speech. Companding has been in universal use 
in PCM systems . 
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Fig. 10-5. Analog-to-digital-to-analog conversion in W. M. Goodall's single-voice channel 
of 1947. Diagram shows (a) Original, sampled wave. (b) Code groups corresponding to the 
samples. (c) Reconstructed waveform. 

The early experimental systems showed such promise that a skeletonized 
96-channel system was constructed by a group led by C. B. Feldman at 
Murray Hill. [Fig. 10-6] This system represented the fruition of an extensive 
series of experimental and analytical investigations of PCM, and was re­
ported in a number of published papers during 1948 and early 1949 .12

•
20 

The 96-channel system utilized a 4-gigahertz (GHz) radio link between 
laboratory locations at Murray Hill and New York City. [Fig. 10-7] Speech 
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SPEECH CHANNELS 

Fig. 10-6. Schematic of a time-multiplexed transmission system for six speech channels. 
This is taken from a 1948 description of C. B. Feldman's experimental 96-channel system. 

Fig. 10-7. Experimental 96-channel PCM system, demon­
strated by Bell Laboratories in 1947. Photo shows a front view 
of the terminal equipment with covers removed from a 12-
channel group bay. 
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signals were sampled at an 8-kHz rate and quantized in 7-bit samples. 
Twelve such channels were combined at a time-division multiplex signal, 
which modulated an intermediate frequency carrier. Several such carriers, 
separated by 1.5 megahertz (MHz), could drive the up-converter of a 
microwave system. Two such 12-channel groups were transmitted from 
one location, regenerated at the other location, and transmitted back to 
the first location. The first phase of this notable trial system was completed 
in 1946. 
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Fig. 10-8. Principles of Shannon-Rack decoder. (a) The de­
coder uses two capacitor discharging circuits in series. In the 
left-hand circuit, a capacitor is shunted by a resistor and 
discharges exponentially. In the right-hand circuit, the ca­
pacitor is shunted by a resistor and a resonating inductor; 
it discharges as an exponential sinusoid. (b) Curves in dashed 
lines represent the discharge of the left and right circuits of 
(a); their combination is shown by the solid-line curve. 
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1.4.1 PCM Codecs 

During this postwar period, perhaps the key technical problem was the 
implementation of coding and decoding circuits for PCM. One of the 
earliest effective coders was invented by C. E. Shannon, who is best known 
for his later work on information theory (see Chapter 1, section VIII). The 
Shannon coder generated binary-weighted values by sampling an expo­
nentially decaying waveform. The decay was set to decrease by one-half 
for each digit period. The resulting binary-weighted values were then used 
to generate the quantized approximation to the voice signal by subtracting 
proportional charge from a capacitor. This circuit suffered significantly if 
there was the slightest jitter in the sampling wave, because the exponential 
signal was decaying so rapidly for the high-order digits. A. J. Rack later 
improved on this by adding a sine wave of the bit frequency of appropriate 
magnitude to the decaying waveform. When properly phased, this provided 
a relatively flat step during the time the samples were taken. The result­
ing coder/decoder (codec) was termed the "Shannon-Rack" codec. 
[Fig. 10-8] In designing the early PCM system intended for Navy use, 
Carbrey had encountered difficulty in sampling the decaying waveform 
of the Shannon circuit and invented and demonstrated sequential ap­
proximation codecs using binary-weighted divider networks in ll947.21 

Although this invention was passed by because of other codec develop­
ments at that time, a similar technique evolved from later work and became 
the chief method of codec implementation in large-scale integrated circuits. 

1.4.2 The Beam Coding Tube 

The 1948 Murray Hill PCM system quantized with an electron-beam 
coding tube invented by R. W. Sears.22 [Fig. 10-9] This tube used a focused­
point beam that passed through a code-masking plate with a pattern of 
square holes, such that the current reaching the collector behind the plate 
was a series of binary-coded pulses corresponding to the proper code for 
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Fig. 10-9. Diagram of R. W. Sears's PCM coding tube. 
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CONVENTIONAL GRAY 
DECIMAL BINARY CODE 

0 0000 0000 
1 0001 0001 
2 0010 0011 
3 0011 0010 
4 0100 0110 
5 0101 0111 
6 0110 0101 
7 0111 0100 
8 1000 1100 
9 1001 1101 

10 1010 1111 
11 1011 1110 
12 1100 1010 
13 1101 1011 
14 1110 1001 
15 1111 1000 

Fig. 10-10. Gray code. This form of 
Gray code (right column) illustrates 
that from any number to any adjacent 
number in a Gray code, only one 
change from one to zero or zero to one 
is required. By contrast, note that the 
change from 7 to 8 requires, in con­
ventional binary notation, a change in 
all four digits. 
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the amplitude of the deflection in the x-direction. The first beam coding 
tube utilized a 7-digit, 128-level code plate. Quantization of the signal 
was provided by quantizing grid wires. These were very fine wires stretched 
in front of the code plate at each of the 128 levels. A feedback arrangement 
caused the input sample to pull down until part of the beam rested on 
the wire. This part of the beam was then held in contact with that wire 
as the beam was swept across the plate. To allow for sample drift, the 
beam was swept from the least significant bit to the most significant bit. 
The result was a form of the Shannon-Rack decoder that worked the least 
significant bit first. 

Unfortunately, in the beam coder tube, the beam current passing through 
the grid wires caused those very fine wires to sag. If the sag was sufficient, 
the beam would then home on the next lower grid wire and generate an 
error. F. Gray looked into this problem and invented what he called the 
Reflected Binary Code, in which adjacent numbers differ in only one digit.23 

[Fig. 10-10] With the Gray code, even if the grid wires in the beam coder 
tube sagged, the coded level of the output would differ by no more than 
one step. The Gray code has been in universal use for analog-to-digital 
conversion. 

1.4.3 Flash Coding 

The invention of the Gray code led to the realization of the first flash 
coder, in which all of the bits corresponding to a given level of quantization 
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could be generated simultaneously. Gray and Sears recognized that the 
quantizing grid wires in the beam coder tube could be eliminated because 
one of the two adjacent cod.es would be developed even if the beam fell 
halfway across the edge of the one aperture hole between the two levels. 
In the Gray code, only on«::i bit could be in doubt when the sample was 
midway between adjacent numbers, and it did not matter, iln this case, 
which decision was made. F. W. Kammerer and Sears collaborated on 
creating a ribbon-beam flash coder with separate collector plates behind 
each digit column. The plates were placed at an angle with respect to the 
beam to provide increased collector current as a result of grazing incidence. 
The ribbon beam illuminated simultaneously all windows of a given row 
and produced directly the corresponding Gray-code value. With the flash 
coder, the speed restriction was set by the sampling rate and the time 
required to make a single-bit decision, rather than by the time required 
to make N-bit decisions as in the earlier beam coder tube. In addition, the 
problem of decay of the held sample was alleviated because the sample 
was held for only on1e bit interval. Once encoded, higher-speed logic could 
be used to convert the parallel bits to serial for transmission over a single 
path. Beam coding tubes ,-vith both 8 and 9 digits were built during the 
next few years. 

The increased speed of the flash coder was used by Goodall in the first 
demonstration of PCM transmission of television signals.24 Goodall's sys­
tem, constructed at Holmdel in 1950, used a 10-MHz sampling rate and 
a 5-bit code. Microwave radio provided the wide bandwidth needed for 
such a high-rate digital signal. 

1.5 Experimental and Theor,itical Advances of PCM Concepts 

There appears to be general agreement that the year 1948 brought to 
a close the first phase of the development of PCM. By then most of the 
main factors required for elfficient long-distance PCM were well realized, 
together with an impressive body of basic theory and philosophy. In that 
year, L. A. Meacham and E. Peterson published the account of the ex­
perimental multichannel system constructed at Murray Hill.25 This is the 
first account of an experimental PCM multichannel system intended for 
toll quality. In the same year, the beam coder tube work was published, 
and P. A. Reiling described for the first time the principle of companding. 
Perhaps all these contributions were overshadowed by a landmark pub­
lication by B. M. Oliver, J. R. Pierce, and Shannon entitled "The Philosophy 
of PCM." 26 This paper explained the basic philosophy of PCM in terms 
of the previous work by Nyquist, but in a more usable form. It lucidly 
and compellingly presented the case for PCM and, as a result, influenced 
a generation of communications engineers. There were other significant 
conceptual contribu1ions during 1948. Two papers by Bennett entitled 
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"Spectra of Quantized Signals" and "Noise in PCM Systems,"27 together 
with Bennett's 1941 paper on time-division multiplex, became classics that 
were still referenced in the early 1980s. 

Considering that in 1948 Shannon also pioneered information theory 
and that the transistor had just been invented, it is doubtful that there 
has ever been a more fruitful year in the history of Bell Laboratories. But 
with the end of 1948 came a lull in the explosive pace of PCM development. 
Although work on PCM continued at Bell Laboratories, it was on a some­
what more modest scale. An impressive amount of communication skills 
had been developed with no immediate matching need in the tele­
phone plant. 

With the successful demonstrations of PCM, it had to be decided what 
application PCM would have in the plans of the Bell System for expansion 
of their communications facilities. A committee was formed to study the 
pros and cons. The recommendation was adverse, with some difference 
of opinion as to the relative importance of the various factors affecting 
the decision. Probably the most important consideration was that FM was 
available and simple. Furthermore, FM could almost meet requirements 
for L1 coaxial carrier coast-to-coast for both voice and television. PCM 
had indeed excellent properties, but it did require complicated instru­
mentation, and its capability for television signals had not yet been dem­
onstrated in the laboratory. (Goodall's experimental television system was 
reported in 1951.) The decision not to pursue PCM for immediate use in 
the Bell System naturally led to a temporary subsiding of the activity 
related to PCM in Bell Laboratories. 

As seen in retrospect, the committee decision against PCM was tech­
nically well-founded. It was 35 more years before PCM was to be used 
for long-haul radio system applications. It was just that the committee 
was looking at the wrong application for this new technology. There ap­
peared to be three situations in which PCM had future possibilities for 
commercial application. One was the microwave radio relay, for which it 
had been rejected on the first round. Simplification and speeding up of 
the coding and decoding operations to handle huge blocks of channels 
with great economy were investigated as factors that might change the 
verdict. Also attractive was the possibility of realizing a regenerative mi­
crowave pulse repeater that did not require translating the pulses to base­
band.28'29 The second future application was the use of PCM in long 
distance transmission by waveguide, using the circular electric TE01 mode. 
(See Chapter 6, section IV in this volume.) It seemed that this application 
would materialize because the wide band of the waveguide was contam­
inated with mode-changing reflections that could be overridden only by 
regenerated digital signals. Such an application, however, was bypassed 
by subsequent technological alternatives. 

The third vision at that time, and the one that led to commercial ap-
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plication, was that of deriving multiplex speech channels by PCM over 
exchange-area cable pairs or over toll cable pairs not suitable for the 
existing carrier techniques. While a pair of wires has an inherently large 
bandwidth, analog transmission methods have difficulty in using the avail­
able bandwidth becaiuse they cannot tolerate the accumulation of noise 
and distortion that occurs in a long repeatered system. Digital channels 
can secure immunity from accumulated defects by the use of closely spaced 
regenerators. Each regenerative repeater delivers clean retimed pulses, and 
no degradation accrues unless the disturbance in an individual link is great 
enough to cause an error. Practical realization of this philosophy of "re­
generative payoff" re,quired the development of a satisfactory repeater that 
could be used in large numbers at low cost. 

1.6 Repeaters in PCM 

The invention of the transistor offered a possible solution to the quest 
for a practical regene·rative repeater. The attractive potentialities for small 
size, low cost, low power, long life, and stable operation seemed the answer 
to the communications engineer's prayer. Unfortunately, the first transistors, 
which were of the point-contact type, did not fulfill all of these promises. 
It is not generally remember,ed that the initial excitement over the transistor 
was followed by a period of gloom and frustration on the part of those 
who tried to find uses for the wonderful new device. What perhaps seems 
now a reactionary step in PCM research was taken by seriously considering 
a regenerative repeater equipped with vacuum tubes for use on cable 
circuits. The vacuum tube department agreed that no one had ever tried 
to make a tube having the required properties. They proceeded to make 
some, concentrating on the goals of low power consumption and long life 
at the expense of linearity and gain. Good regenerative repeaters using 
these tubes were actually constructed, and a reasonable version of PCM 
on cable emerged from the work. 

The project as seen from modem perspective was, of course, only one 
of marking time, but some basic problems in circuit design were solved 
for later use in a more promising environment. One problem was how to 
make efficient use of a cable pair between repeaters. For a number of 
reasons, the very low frequencies, including zero, are not very attractive. 
There are considerable variations in the response of a wire circuit in the 
low-frequency region, as well as an undue contamination by extraneous 
noise sources. Also it is a great advantage to be able to use transformers 
and blocking capacitors in the design of repeaters. To send pulses over a 
system that does not pass de and that severely attenuates low-frequency 
components opens the door to the problem of zero wander. This was an 
age-old problem in telegraphy that had in fact been solved by J. W. Milnor 
when vacuum-tube repeaters were inserted in the New York-Azores sub-
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marine telegraph cable.30 The method was to feed back to the input a part 
of the outgoing regenerated pulse through a low-pass network comple­
mentary to the high-pass characteristic that had caused the distortion. This 
is not linear equalization but is a replacement of the suppressed components 
by clean new ones generated by the repeater. In later years, this approach 
came to be known as decision feedback equalization. 

Other solutions to the low-frequency transmission problem were pro­
posed. Meacham proposed the so-called "dicode" pulse in which the de 
is removed by delaying the pulse train one bit interval and subtracting 
the delayed wave from the original pulse train.31 Subsequently, it was 
learned that British engineers had a simpler way of achieving the same 
result; they merely reversed the polarity of alternate pulses. The disad­
vantage in both cases is that positive and negative pulses must be distin­
guished as well as the value zero, and margin over noise is lost relative 
to straight binary decisions. It is of interest that what was then called 
"British dicode" was in fact the same as the alternate bipolar pulse train 
used in the T-1 carrier system. 32 

The work on the vacuum-tube regenerative repeater for PCM on cable 
was quite well in hand in 1952. At that time, junction-type transistors 
began to be available in sufficient quantities and of satisfactory quality to 
cast a cloud on the future of tubes for regeneration. L. R. Wrathall33 built 
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Fig. 10-11. Circuit diagram of L. R. Wrathall's transistorized regenerative repeater. 
The repeater demonstrated the feasibility of PCM in the cable plant. 
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a transistorized regenerative repeater that incorporated a new twist sug­
gested by Rack to compensate the zero wander in on-off signaling. [Fig. 
10-11] The scheme was similar to the earlier submarine telegraph method 
except that the complementary low-pass network in the feedback path 
was replaced by a high-pass structure with the same cutoff properties that 
caused the low-frequency defect in the first place. This solution strongly 
underscored the principle of quantized feedback, rather than equalization. 
What was accomplished was the canceling out of the pulse tails at the 
subsequent sampling times, and it did not matter what the wave did 
between samples. Rack's solution matched time constants rather than fre­
quency characteristic:s and obtained the advantage of an ac-coupled feed­
back path. The repeater designed by Wrathall was demonstrated on an 
experimental cable system, using repeater spacings of 2.3 miles on 19-
gauge cable, and 0.!56 mile on 32-gauge cable. At about the same time, 
0. E. Delange built a repeater operating at 4 GHz, with regeneration 
carried out directly at microwave frequencies, greatly simplifying the re­
peater. 34 Wrathall's repeater eventually achieved widespread recognition 
and became the cornerstone upon which a strong case was made for a 
PCM system to increase the number of voice channels available on existing 
cables. 

1.6.1 Timing Jitter in Regenerative Repeaters 

Before PCM systems could become commercial realities, a series of 
engineering problems had to be solved. One of the problems that drew 
most attention was that of the accumulation of jitter in the timing of the 
regenerative repeaters. This problem was not only one of inventive circuit 
design and experimentation, but one of conceptual interest and importance. 
Bennett had set forth the mathematical foundation for consideration of 
this problem in his 1958 paper on statistics of regenerative repeaters. 35 

Delange contributed early experimental results this same yea.r, but many 
more results were olbtained by a series of authors over the next decade 
before the problem was considered solved. 

A regenerative repeater has three functions-the so-called three Rs: 
reshaping, retiming, and regeneration. On the simplest level, the repeater 
detects the incoming pulses and recreates new, clean pulses to pass down 
the line to the next repeater. So long as the digital error rate is small, the 
signal remains uncontaminated by any accumulation of noise and distortion 
as happens with analog h'ansmission. However, it is inconvenient for 
remote repeaters to have a source of absolute timing information to use 
in the recreation of the pulses. Therefore, self-timed repeaters are used in 
which the timing signal is extracted from the incoming signal itself­
usually by means of a high-Q (low-loss) tank circuit, which derives a 
source of stable clock from the transitions in the input signal. Such self-
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timed repeaters are subject to five sources of error, which can have the 
effect of introducing a random (or pattern-dependent) jitter into the outgoing 
pulse train. The sources of jitter are random noise, mistuning of the tank 
circuit, finite width of the pulses, amplitude-to-phase conversion by non­
linear devices, and crosstalk between channels. Studies by M. R. Aaron 
and Gray,36 C. J. Byrne, B. J. Karafin, and D. B. Robinson, Jr.,37 DeLange,38

,
39 

M. Pustelnyk, 39 B. K. Kinariwala,40 J. M, Manley,41 H. E. Rowe,42 and 
E. D. Sunde43 gradually shed light on this problem. It was shown that the 
accumulation of jitter due to noise was small and did not grow indefinitely 
in a long string of repeaters. Surprisingly, the most important sources of 
jitter were the pattern-dependent effects related to the pulse shape. 

1.7 The T-1 PCM Carrier System 

The research contribution to PCM-a period of 10 years of discovery 
and incubation-ended with Wrathall's transistorized repeater. It was clear 
at that time (1956) that PCM could be used to increase the number of 
voice channels available on existing cables. Many of the pairs in cables 
were then being used for single voice channels and were equipped with 
loading coils at a spacing of 1.8 kilometers (km) to improve their response 
in the voice band. What could be more natural than to replace the loading 
coils with matchbox-sized, unattended repeaters that would extend the 
capability from 1 to 24 channels? The economics of the proposal was 
favored by the filled state of cable conduits in the metropolitan areas. It 
was not only the cost of providing more cable to be used for single-channel 
voice circuits that made up the competition, but the more serious cost of 
digging up the streets to install new conduits. 

A decision was made to develop a PCM carrier system, and the project 
was undertaken by a group headed by E. E. Sumner. A prototype 24-
channel PCM carrier system was constructed and tested during 1958 and 
1959 on a link between Summit, New Jersey and South Orange, New 
Jersey. The T-1 system transmitted the 24 voice channels using a 1.544-
MHz pulse train in a bipolar code. A 7-bit logarithmic encoding with 26 
dB of companding was decided on, with later expansion to 8-bit coding. 
The solid-state repeaters were intended for use at the 1.8-km spacing 
coinciding with the usual loading coil placements. By this time, the Wrathall 
repeater had been rejected because its timing circuit had been found to 
be unduly vulnerable to crosstalk. Nevertheless, this and the other con­
tributions of research had focused attention on this new approach to more 
efficient use of the existing telephone plant. 

The story of the development of the T-1 carrier system is reserved for 
a projected future volume of this series, subtitled Transmission Technology. 
Taken together, the research inventions and conceptual contributions, and 
the subsequent systems design of the development area, represent one of 
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the great success stories of the Bell System. The Bell System pioneered 
the introduction of PCM bransmission systems in the world with the first 
T-1 operating link that wient into service in Skokie, Illinois in 1962. In 
1984, there were more than 200 million circuit-kilometers of T-1 carrier 
in the United States. The postwar research effort was put into perspective 
by PCM-inventor Reeves when he wrote "Although suitably cheap, long·· 
life components were not still available, the U. S. Bell System took a long 
shot, that eventually proved correct, in deciding that PCM-steered ef­
forts would be justiJfied at that date as a reasonable bet for future civilian 
networks." 

II. DIFFERENTIAL PCM AND TIME ASSIGNMENT SPEECH 
INTERPOLATION 

During the early development of PCM, there were several significant 
advances in communications technology that took place as by-products 
of PCM research. One of these was the invention of differential PCM 
(DPCM) by C. C. Cutler in 1950.44 DPCM is a coded form of delta mod-· 
ulation in which the differences between successive samples are coded in 
a binary form. The difference samples are quantized using a nonuniform 
compression to take advantage of the redundancy inherent in speech. 
Thus, fewer levels are required to obtain a given fidelity of speech. This 
technique has also found application in the coding of television signals. 
In the early 1980s, a DPCM algorithm using adaptive quantization and 
prediction was being consiidered for an international standaird for speech 
encoding. 

The other contribution of research worthy of note was the invention 
of time assignment speech interpolation (TASI). The earliest mention of 
the concept of sharing a speech channel during quiet intervals is apparently 
due to A. C. Dickie·son in a 1945 internal memorandum entitled "Radio 
Telephone Systems--Voic,e Operated Control." In 1947, the group under 
C. B. Feldman at Murray Hill was pursuing time-multiplexing systems fo:r 
PCM for as many as 2304 channels. A. E. Melhose designed a speech 
interpolation system using relays for use on the experimental PCM system. 
His results were encouraging, but the switching system he employed was 
cumbersome, and there were problems with speech clipping and hangover. 
In early 1949, Rack and Carbrey became involved with the problem and 
evolved a speech interpolation system essentially like the one finally em­
ployed in the transatlantic cable application. The only public disclosure 
of research on TASI-related work at that time was the patent application 
for TASI filed for Carbrey in 1954.45 In the same year, a program for the 
development of TASI for the undersea cable program was undertaken in 
the Bell Labs transmission development area. 
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Concurrently with the work on TASI, Carbrey and Feldman investigated 
another means of speech interpolation known as elastic speech interpolation 
(ESI).46 In ESI, the sampling rate for speech was lowered according to the 
demand for channels. As more and more users demanded service, the 
overload resulted in channels being sampled at less than optimum rates. 
The ESI system was tested and appeared to provide reasonable quality. 
Significant development of TASl-like systems took place during the 1970s, 
and the combination of technology with new algorithms had a major 
impact on digital speech interpolation systems. 

III. DATA COMMUNICATIONS AND THE COMPUTER 

Data communications in the two decades following the introduction of 
the T-1 PCM carrier system can be divided into two distinct eras. The first 
represented the period in which the primary aim of communications re­
search was to develop efficient modems (modulators/demodulators) to 
transmit data in a speech-like form over traditional analog voice channels. 
In this era the research problems concerned modulation and detection 
techniques to combat noise and intersymbol interference. The second era 
was devoted to the conception of computer networks built on the inherently 
digital capability of systems like T-1 and its progeny in which the native 
transmission mode handles data directly. Here the concerns turned towards 
network configurations, queueing, and protocols. Obviously, the emergence 
of such high-level considerations had to await the growth of significant 
digital capability in the telecommunications system. 

3.1 Data Transmission on Analog Channels 

When the first T-1 facilities went into service in 1962, the need for 
computer-to-computer and terminal-to-computer communication was just 
beginning to be felt. The evolution of PCM had proceeded on the basis 
of voice transmission, and the need for a native digital mode of transmission 
in the telephone plant for computer communications had played no role 
in the development of the T-1 system. By 1960, however, it was obvious 
that there would be a growing demand for data traffic on the telephone 
network, and a data communications laboratory had been formed at Murray 
Hill (later at Holmdel) under W. 0. Fleckenstein to provide a means for 
carrying data on the existing voice-oriented telephone facilities. Bennett, 
who had contributed so much to the evolution of PCM, was appointed 
head of a research department in this new laboratory to study the question 
of data communications over voice channels. 
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Fig. 10-12. Transmission of radar data with AN /TSQ-7 transmitter over ordinary telephone 
lines. The transmitter accepted voltages in analog form, converted these to binary digit fonn, 
and used the binary digits to control spurts of a carrier frequency applied to the telephone 
lines; the binary ones denoted the presence of spurts, and the zeros, the absence of spurts. 
(a) Typical transmitted message; X and Y data represent east-west and north-south location 
information, respectively, of deh!cted aircraft, Hits height, and X and Y its motin. (b) The 
line waveform for eight digits, 

The art and practilce of transmitting data on analog facilities were already 
quite old in 1960, since the history of telegraphy went back more than 
100 years. It is interesting to note that Thomas Edison had transmitted 
about 500 bits per second on an open-wire telegraph line in 1874-about 
the same time as the invention of the telephone by Bell. The early data 
modems were derived directly from these years of telegraph experience. 
One of the first such modems was the military AN /TSQ data system, 
which was designed for operation at 750 bits per second using full-carrie:r 
double-sideband AM. It was put into service in 1957.47 [Fig. 10-12] About 
this same time, the Bell System had developed a modem for the semiau­
tomatic ground envilronment (SAGE) continental air defense system.48 The 
SAGE modem used vestigial-sideband (VSB) AM to transmit data at 2000 
bits per second. The first commercial modems developed at Bell Laboratories 
in the early 1960s were the 103, 202, and 201 modems transmitting re·­
spectively at 300, 1200, and 2400 bits per second using full-duplex FM, 
FM, and phase-shift keyedl (PSK) methods of modulation. 49

•
50 [Fig. 10-13] 
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Fig. 10-13. Block diagram of the 202-type FM data modem, which in 1962 enabled trans­
mission over the switched telephone network at 1200 bits per second. 

Twenty years later, in the early 1980s, these modems were worldwide 
standards, and many hundreds of thousands were put into service. How­
ever, none of them represented a significant improvement in communication 
efficiency over the telegraph art, and, against this backdrop, researchers 
went to work to study the limitations of the existing analog facilities for 
digital transmission, and to develop more efficient modulation and detection 
techniques. 

3.2 The Shannon Equation for the Capacity of a Communication Channel 

In 1948, Shannon had derived his famous equation for the capacity of 
a communications channel. 51 (See Chapter 1, section 8.2 in this volume.) 
In this equation, the capacity of the channel in bits per second is equal 
to the product of the bandwidth and the logarithm (base 2) of the signal-
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to-noise ratio plus one. When crudely applied to a voice telephone channel, 
it indicated that transmission at speeds of about 20,000 bits per second 
was possible at vanishingly small error rates. This was an order of magnitude 
greater than the existing modems were capable of operating, so the chal­
lenge was well defined. Shannon's proof of the capacity equation was an 
existence proof, based on an ingenious random-coding bound, but it held 
no due as to how higher speeds were to be obtained. Nevertheless, such 
a bound provided a unique and forceful stimulus for invention, a measure 
against which the threshold of diminishing returns could b1e judged, and 
a means of rejection for the steady stream of ill-considered schemes for 
higher-rate transmission. Shannon's equation was truly one of the greatest 
achievements in communications science of Bell Laboratori1es, and it cast 
its light across the decades of research in digital communications. 

3.3 Channel Dispersion of Pulses-Equalization and Error-Correction 
Techniques 

Although the theoretically limiting factor in voice-band data transmission 
was the background noise level (about 20 to 30 dB below signal levels), 
the practical constraint was determined by the channel dispersion. Well­
formed pulses transmitted through typical voice channels suffered from 
distortion caused by the arrival at the receiver of various frequency com­
ponents at differing times. Because of this dispersion, pulses spread over 
a greater duration and overlap with adjacent pulses-a phenomenon known 
as intersymbol interference. Intersymbol interference limited data trans­
mission speeds to less than 2400 bits per second on typical telephone 
channels. The origin and effects of intersymbol interference as related to 
measurement of the phase characteristic of the channel were studied by 
Sunde. 52 Unlike random background noise, intersymbol intierference is in 
theory correctable, and finding an automatic correction technique was one 
of three goals of a project originated in 1963 to obtain the highest possible 
data speeds on voice telephone channels. The other two goals were de­
termining the most efficient modulation and deciding on an efficient error­
correction coding technique. 

In 1964, R. W. Lucky invented the first automatic equalizer for correction 
of pulse dispersion in daita transmission. 53 Lucky's automatic equalizer 
was based on the use of a tapped delay line (transversal filter), whose 
successive gain coefficients were automatically set during a training period 
preceding actual transmission using a steepest-descent algorithm for the 
minimization of intersymlbol interference. [Fig. 10-14] The first model of 
this automatic equalizer was designed by E. Port and F. K. Becker using 
13 adjustable taps controlled by relay-driven ladder attenuaitor networks. 
Shortly thereafter, Lucky [Fig. 10-15] conceived of a technique to make 
the equalizer continuously adaptive during actual data transmission. 54 In 
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Fig. 10-14. Oscilloscope sweeps of received data voltage for a horizontal 
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an eye pattern for binary data. (a) Before equalization, and (b) after equalization 
with R. W. Lucky's automatic equalizer. 
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Fig. 10-15. R. W. Lucky, who invented the au­
tomatic equalizer for PCM. The equalizer corrected 
effects of pulse dispersion in data transmission. 

the adaptive equalizer, the feedback control information was obtained by 
comparing decided bits against the receiver's incoming, distorted analog 
pulse train in order to ascertain an error component. This technique of 
using prior decisions to determine an ideal upon which to base adaptation 
became known as decision direction; it subsequently became the basis not 
only for equalization but for the recovery of timing and other necessary 
receiver parameters. [Fig. 10-16] 

The automatic equalizer was implemented in an exploratory high-speed 
modem designed by a group under Becker.55 It had been determined that 
VSB modulation was the most efficient technique, so the exploratory modem 
used this method in conjunction with a multilevel alphabet which trans­
mitted 4 bits per pulse as a choice among 16 possible amplitude levels. 
The transmission of as many as 16 levels of pulse amplitude was made 
possible by the combination of the precision of the adaptive equalization 
combined with the intrinsically low level of the background noise on the 
typical telephone channel. 

The third goal of the exploratory project was centered around the in­
clusion of a powerful error-control system for the correction of the inevitable 
errors in any digital communications system. A valuable study of the 
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Fig. 10-16. Block diagram of the periodically sampled adaptive 
equalizer. The circuitry within the dashed rectangle cross-correlates 
the error signal, e., with the (time-shifted) output, a., and adjusts 
the tap gains, G, to eventually reduce this cross-correlation to a value 
close to zero. D / A is a digital-to-analog converter, and Tis the sampling 
period; en is the difference between the distorted analog signal and 
the reconstructed digital equivalent. 

characteristics of error occurrence in voice-band data transmission had 
been made by A. A. Alexander, R. M. Gryb, and D. W. Nast in 1960.56 

Their study showed a superposition of two error-causing phenomena, one 
due largely to background noise that caused random errors to be sprinkled 
throughout the received data, and the other due to burst noise that caused 
dumps of errors to be clustered in the received data. An error-control 
system designed by H. 0. Burton and E. J. Weldon, Jr., intended to correct 
both of these characteristic patterns was incorporated in the exploratory 
modem. 57 The error-control system used an interleaved (for burst-error 
protection) random error-correcting code. Bell Laboratories researchers 
R. W. Hamming, D. Slepian, and D. W. Hagelbarger had pioneered such 
coding techniques earlier (see Chapter 1, section 8.6 in this volume), but 
this was the first realization of an error-correction system intended for 
data transmission. In subsequent years as the data communications field 
matured, it became apparent that error-control systems were more properly 
incorporated in the sources and nodes of a computer network, rather than 
within the modems themselves, and this line of research was discontinued. 

The exploratory high-speed modem, termed the X203 modem, was used 
to transmit data in the range of 7200 to 10,800 bits per second on con­
ditioned, leased lines. The X203 modem became the forerunner of the 
standard 209 modem (9600 bits per second). Studies by D. D. Falconer 
showed that quadrature amplitude modulation (QAM), in which two 
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quadrature carriers are each amplitude modulated, was somewhat more 
efficient than the original VSB modulation. The 209 modem used 16-ary 
QAM (4 amplitudes on each quadrature carrier) and a pulse rate of 2400 
pulses per second to obtain a speed of 9600 bits per second. A new passband 
adaptive equalizer was developed, and timing and carrier phasing were 
obtained at the receiver using decision-directed feedback loops. The re­
covery of equalizer and timing information was enhanced by ensuring 
randomness of the transmitted data by means of self-synchronizing scram­
blers and descramblers, a technique that had been invented years earlier 
by R. D. Fracassi58 but had been classified secret for many y1~ars because 
of its significance to encryption techniques. By this time, about 1970, the 
high-speed modem was indeed a complicated communicatiions system, 
and further improvements in communications efficiency suffored from di­
minishing returns. The eyes of the communications research world turned 
towards digitally oriented computer communications networks. 

3.4 Computer Netwoirks 

Interest in the design of networks for digital communications gradually 
built up during the l 960s. The earliest problem that captured the interest 
of researchers was that of synchronization of a number of geographically 
diverse digital links. There were at least two distinct approaches. In one 
method, a master clock was distributed to all necessary links, while a 
different philosophy permitted the network to operate without a master 
clock by averaging the incoming clocks at each network node. G. P. Darwin 
and R. C. Prim inv1~nted a useful network synchronization technique, 59 

and considerable analytical work was accomplished by a number of 

Fig. 10-17. Synchronization hierarchy of the Digital Data 
System. The master clock, M, derived from an atomic stan­
dard, is passed clown the hierarchy to nodal, N, and local, 
L, timing sources that are phase-locked to the standard. 
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contributors6M 0 to evaluate the efficacies of proposed synchronization 
schemes. When the first all-digital network, the Digital Data System (DDS), 
was designed in the early 1970s, it was decided to use a master clock to 
synchronize the entire network. The clock distribution formed a hierarchy, 
with the most accurate clock (an atomic standard) at the top of the hierarchy. 
[Fig. 10-17] At the bottom of the hierarchy, the links were served by phase­
locked loops and could only maintain synchronization in a free-running 
mode for a period of seconds. Of course, if a branch of the network were 
cut off, communication within the branch using the local clock as a standard 
was still possible. This DDS synchronization system was described by 
B. R. Saltzberg and H. M. Zydney.71 

In 1968, W. D. Farmer and E. E. Newhall stimulated a renaissance in 
computer network thought when they demonstrated an experimental net­
work in which nodes were connected onto a closed transmission loop, 
and the order and priority for use of the common transmission facility 
was controlled by a protocol enforced on the system by a central controller.72 

Subsequently, Pierce generalized the loop system into a hierarchy of in­
terconnected loops without central control. [Fig. 10-18] In Pierce's system, 
each node waited for an opening in traffic on its loop to insert blocks of 
preaddressed data.73 The early systems concepts of Farmer and Newhall 
and Pierce were the forerunners of an enormous effort that grew into the 

Fig. 10-18. The loop transmission hi­
erarchy proposed by J. R. Pierce in 1972 
for data transmission of blocks of data. 
L, R, and N represent local, regional, and 
national loops. Three types of boxes ap­
pear in the loops. In general, A times and 
closes the loop; B puts blocks of data on 
and takes blocks of data off the loop; C 
transfers blocks of data from one loop to 
another. 
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study of local area networks. Some of the Bell Laboratories contributions 
to this field are detailed in Chapter 8, section 4.4 and in Chapter 9, section 
8.1. 

By the early 1980s, much of the effort in computer communications 
was concentrated on protocols to control the entry and flow of packets of 
data in computer networks. By this time, digital transmission was taken 
for granted. The philosophy of PCM, which had taken so long to be 
understood, was the cornerstone of communications thought. With the 
rapid development of relevant technology, digital switches had been in­
stalled in both toll and local serving area applications. The emerging optical 
transmission facilities were inherently digital. The growth in computer 
traffic was exponential, and, indeed, the vision of the early researchers of 
the role of digital communications has certainly been fulfilled. 
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Chapter 11 

Behavioral Science 

The importance of human vision and audition was recognized early at Bell 
Labs, in the 1920s and 1930s; however, behavioral science as an organized 
research center started in 1955 with a study of instructional technology and 
learning and led to the development of a highly successful course on the 
fundamentals of basic electricity for communication technicians and to the 
spread of programmed instruction more generally throughout the Bell System. 
Starting in the early 1960s as a theory of mental representations, the technique 
of multidimensional scaling developed into a powerful tool for analysis of 
behavioral science data, with applications in the study of interpersonal relations 
and market research, for example. In vision research the novel technique of 
random-dot stereograms proved to be quite useful in the study of binocular 
vision and texture discrimination. Research in human information processing 
resulted in better understanding of short-term and long-term memory, visual 
information storage, word recognition, and language comprehension. New tech­
niques were also developed for analyzing mental processes in the control of 
actions, such as speech production and finger movements in typing. Scientific 
contributions in social psychology and decision making also emerged from these 
and related efforts. 

I. ORIGINS OF BEHAVIORAL RESEARCH 

Behavioral research at Bell Laboratories began in a technical sense in 
1956 with the recruitment of A. Bavelas, a social psychologist who was 
concerned with human motivation, 1 to the newly established social science 
research group. The group grew during the next six years to nine members 
of technical staff with PhDs mainly in experimental and social psychology 
and nine assistants who also had substantial technical training in these 
areas. This group continued with some changes in management and the 
addition in the early 1960s of new fields of research such as speech quality 
and visual perception. In 1971, the group was combined with the Acoustical 

Principal authors: J. D. Carroll, B. Julesz, M. V. Mathews, E. Z. Rothkopf, S. Sternberg, and 
M. Wish. 
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Research Department, from which one branch of its psychologists had 
come, to form the Acoustical and Behavioral Research Center. 

How does a new area of research begin? The part of behavioral research 
that concerns social psychology was strongly affected by a well-known 
series of industrial psychollogical experiments, often called the Hawthorne 
Studies, conducted at the Western Electric manufacturing plant in Haw­
thorne, Illinois between 1927 and 1932:.2 In these studies, the effect on 
productivity of changing working conditions was examined. To the surprise 
of the experimenters, productivity increased if one made a change; but ilt 
also increased if on1e made the opposite change. The immediate conclusion 
was that people like to be subjects of experiments and often work hardeir, 
at least for a while, as a result of a novel condition. The more general 
conclusion was that far too little was known about job motivation and 
the interaction of people in organizations. This conclusion led R. K. Green­
leaf of the AT&T Personnel Department to suggest that a department of 
social research be set up inside the Bell System. Bell Labs with its scientific 
environment seemed a good place for this new organization, which was 
established in 1955 under the name Communications Social Science Re­
search Center; in 1958, the name of the center was changed to Behavioral 
Research Center. In response to Greenleaf's suggestion, the Bell Labs group 
engaged the Yale University psychologist C. I. Hovland as a consultant; 
he contributed much toward the guidance of the center in its early days. 3 

Hovland was also instrumental in attracting good people to the group 
and contributed to its growth. He recruited scientists who reflected his 
interests in both social psychology and the psychology of learning. Among 
the earliest members of the center were R. N. Shepard from Hovland's 
PhD program in psychology, H. M. Jenkins from Harvard, the social psy­
chologists M. Deutsch from the Massachusetts Institute of Technology 
(MIT) and H. Gerard from the University of Michigan, as well as two 
educational psychologists who had recently worked in military training 
research programs, H. 0. Holt and E. Z. Rothkopf. Shepard stayed eight 
years, long enough to attract G. Sperling from Harvard, S. Sternberg from 
the University of P1:!nnsylvania, and J. D. Carroll from Princeton. Sternberg, 
in turn, attracted D. E. Meyer from the University of Michigan, C. S. Harris 
from the University of Pennsylvania, and T. K. Landauer from Stanford 
University. Sternberg, Carroll, Landauer, Meyer, Sperling, and Hanis 
formed the nucleus of on1e part of the center. Holt and Rothkopf, together 
with E. U. Coke (New York University) and L. T. Frase (University of 
Illinois) formed another part. 

II. INSTRUCTIONAL TECHNOLOGY AND LEARNING 

In 1958, Holt was appointed director of the Behavioral Research CentE!r. 
About that time, the Harvard psychologist B. F. Skinner proposed a radically 
new teaching technique, called programmed instruction. 4 Among the central 
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principles of this method was that learning was fostered through active 
participation by the student and by immediate rewards for correct responses. 
These principles and other aspects of the new instructional technique were 
supported largely by the results from animal learning experiments. Except 
for a single course in elementary psychology at Harvard, very little human 
data were available about programmed learning. 

2.1 Programmed Course on Fundamentals of Basic Electricity 

Holt [Fig. 11-1] asked the vital question, "Would the Skinner pro­
grammed techniques be practically effective for Bell System training?" To 
study this question, he programmed an existing course on the fundamentals 
of basic electricity and made a careful comparison of the performance of 
the new course with that of the existing one. The performance of a group 
of students after taking the programmed course was compared with that 
of a group taking the standard course. Not only was the average perfor­
mance better for the programmed material, but also the lower tail of the 
performance curve was eliminated. In other words, with the programmed 
material everyone learned a significant amount of information; with the 
standard class presentations some of the students learned almost nothing. 

Fig. 11-1. H. 0. Holt, who pioneered in the development 
of programmed instruction material for training Bell Sys­
tem employees. 
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This result is typical of present-day, self-paced instructional techniques, 
which are more adaptable to the individual student's abilities. 

The times required to complete the two compared courses were about 
the same. The class students, being locked together by the lecture schedule, 
all took the same amount of time. In the programmed course, the students 
who needed more time were able to take more, and those who needed 
less time could finish sooner, but their average time was the same as the 
class time. In other courses, programmed techniques have resulted in a 
significant saving of average time. These and other results demonstrated 
the practical importance of programmed techniques and were factors 
that led to the widespread use of these methods in the Bell System.5•6 

[Fig. 11-2) 
Beginning in the early 1960s, training technology spread throughout 

the Bell System. The process by which technical information about learning 
and training was disseminated in the Bell System is also of historical 
interest. In the educational world, research, development, and application 
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Fig. 11-2. Distribution of scores for final examinations given after 
a standard and a programmed course in basic electricity. The pro­
grammed course produced a higher average performance and pro­
duced no students with low scores. [Holt, in Programed Learning: 
A Critical Evaluation (1963): 31.] 
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seldom occur within the same organization. The Bell System was an im­
portant exception in this respect. Two departments in behavioral research­
Human Information Processing and Leaming and Instruction-worked 
on fundamental questions about learning. Another Bell Laboratories or­
ganization-the Human Performance Technology Center-was created to 
deal both with the design of the human component in computerized systems 
and with training for jobs operating these systems. This was done because 
in computerizing Bell System operations, training and job design were 
found to be at least as important as equipment design and computer 
programming. This center became a useful testing ground for new ideas 
originating in instructional research. 

In 1962, Holt transferred from Bell Laboratories to AT&T, and the Office 
of Training Research was formed at AT&T. This office interacted with the 
two Bell Laboratories departments in behavioral research as well as with 
Bell Operating Companies' schools and became an important conduit for 
training technology. It provided professional advice and standards and 
monitored the quality of training material. The function of the Office of 
Training Research was subsequently aided by the creation of training ad­
visory boards in various special areas; the boards coordinated the creation 
of training materials among operating companies. 

Bell Laboratories work on instructional technology had an enormous 
impact on training practices in the Bell System. In about 15 years, between 
1960 and 1975, the number of programmed self-instructional courses grew 
from zero to over 2000. These courses were more effective than traditional 
training methods and provided, with substantial savings in time and effort, 
a reliable supply of superbly trained technicians and managers. 

Programmed instruction is a good example of a practical technique that 
worked, even though it did not start with well-founded theory. Further 
research, as well as practical experience, contributed to the development 
of an appropriate theoretical foundation. 

2.2 Studies of Basic Mechanisms of Learning 

2.2.1 Effect of Quizzing, Method of Presentation, and Context on Human 
Learning 

About the same time as the field trials of the basic electricity program 
were initiated, more fundamental research on human learning was started. 
This work changed our conceptions of programmed learning and also 
provided new ideas about the use of written language in teaching. For 
example, Rothkopf [Fig. 11-3] and his coworkers were able to show that 
frequent quizzing of learners, a common maneuver in programmed in­
struction, not only improved memory for tested knowledge but also strongly 
focused and maintained attention in subsequent instruction. 7

-
9 Thus, ques­

tions requiring numerical answers or proper names resulted not only in 
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Fig. 11-3. E. Z. Rothkopf, who made fundamental con­
tributions to human learning mechanisms. 

better recall of the material about which students had been questioned 
but also in improved learning from later passages of numerical information 
or information about proper names. The observed changes in learning 
occurred because the questions shaped selective attention; this took place 
even when students were unaware of the biased nature of the questions. 
These and other related studies led to experiments on the use of questions 
and verbal descriptions of learning goals to aid students in learning from 
text. 10 Adjunct aids, a simple and effective method for improving learning 
from suboptimal written material, was subsequently widely adopted in 
the Bell System and elsewhere. 

Concern with programmed instruction led to the analysis of the se­
quencing of instructional experiences. In the early 1960s, Rothkopf and 
Coke 11 were able to establish that the interval between repeated presen­
tations had an important effect on what was learned and remembered. 
Longer intervals were much more effective than shorter intervals, a finding 
that has direct implication for the design of drill sequences. Other research 
in this field was carried out by Landauer, who devised a coherent, theoretical 
interpretation of repetition phenomena. 12 

In the 1970s, Landauer made several studies of the importance of the 
retention of learned material, of events that follow learning, and of the 
timing of those events. For example, he found that the rate at which critical 
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information is forgotten over a 20-minute period depends on the order in 
which it is followed by additional easy and hard material: forgetting is 
faster when the additional hard material is presented first.13 Together with 
other findings, this "backward" effect supports the existence of a consol­
idation process in human memory with a time constant of several minutes. 
On a larger time scale, Landauer showed that people's retention of in­
formation one year after taking a course was substantially improved 
by administering a review examination after six months, but not after 
six weeks.14 

Studies in this area during the 1960s and early 1970s aroused substantial 
interest in many other psychological laboratories both in the United States 
and abroad. They resulted in widespread recognition of the importance 
in instruction of shaping and sustaining internal processes involved in 
learning. 

General interest in improving the effectiveness of written material led 
to experimental studies of the effect of surface structure and organization 
on learning from written language. This work led to the first automated 
computer-based readability index, developed by Coke and Rothkopf in 
1968.15 The readability index, a version of the Standard Flesch Score,16 

predicted difficulty by regression techniques from average word length 
and sentence length of text samples. Together with L. Landgraf's pioneering 
development of the automatic parsing program (described in an internal 
computer science memorandum), the readability index provided the first 
step toward the system of computerized writing aids known as the WRIT­
ER'S WORKBENCH* software. 

In the mid-1970s, D. E. Egan analyzed the characteristics of learners 
in order to understand how the conditions of learning might be adapted 
to individuals. He showed that people differed in how they mentally rep­
resented simple reasoning problems.17 These representations affected the 
nature of the reasoning errors people made. Given suitable instruction, 
people could change the way they reasoned and alter the number and 
pattern of reasoning errors.18 Egan also developed procedures for analyzing 
tasks, such as computer text editing, so as to determine which learner 
characteristics were important in training. These studies led to suggestions 
for the design of human/ computer interfaces and instructional approaches 
tailored to individual computer users. 

In the late 1970s, the role of context (i.e., background) in learning and 
recall was studied extensively. Using instructional television, controlled 
classroom studies, and computer-controlled information presentations, 
Rothkopf and his coworkers demonstrated that background elements played 
a subtle but pervasive role in remembering. For example, they were able 
to show that the place in which information is seen is coded in memory. 

* Trademark of AT&T Technologies, Inc. 
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Learners remembered more about speakers appearing in diverse places 
than they did about speakers appearing in the same place. 19 Similar effects 
were obtained for a statistics course taught in several classrooms rather 
than in only one and for verbal information presented on several computer 
terminals rather than one. 

2.2.2 Research With Animals 

Guided by the belief that analysis of learning in lower organisms might 
shed light on mechanisms that transcend particular species, several fun­
damental questions about learning were attacked in research with animals. 
Thus, to investigate the role of reward in learning, H. M. Jenkins carried 
out experiments with pigeons in the early 1960s. It was already well known 
that persistence of responding when all reward is discontinued is increased 
by training with a mixture of reward and nonreward as compared with 
consistent reward. His experiments showed that a mixture increases per­
sistence even when it is followed by extensive training with consistent 
reward. 20 In a related study, Jenkins investigated the learning of discrim­
ination between positive and negative signals of reward. He showed that 
unrewarded responses resulting from errors early in the course of learning 
also increased persistenc,~ in the absence of reward, even though errors 
ceased well before the test for persistence began. 21 These experiments 
showed a surprising degree of permanence of the effect of an early exposure 
to intermittent reward on the persistence of nonrewarded response. 

The use of animals to investigate fundamental learning mechanisms 
was revived at Bell Laboratories in 1981 by A. Gelperin iin research on 
the neural basis of associative learning in the giant garden slug, Limax 
maximus. This work has already provided insight into cellular mechanisms 
of learning and memory storage.22 

III. MULTIDIMENSIONAL SCALING 

Work on multidlimensional scaling (MOS) at Bell Laboratories was orig­
inally motivated by R. N. Shepard's [Fig. 11-4] interest in understanding 
how people perceive various qualities, or "subjective dimensions," of the 
world around them. Shepard suggested that relations among mental con­
cepts can often be described by their separations in a mental space-­
separations that could be captured by their locations on a mental "map." 
He proposed that conceptual relations could be constructed from subjective 
judgments or other measures of similarity or dissimilarity,. for which he 
used the general term "proximities." Proximities may be viewed as measures 
of the subjective distanc«~s between objects. Unlike physical measures of 
distance, however, many measures of proximity used in psychology and 
other behavioral sciences at best measure only the ordering of these dis­
tances, not their precise numerical values. Thus Shepard invented the first 
"nonmetric" method of MOS, which he called "analysis of proximities.." 
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Fig. 11-4. R. N. Shepard, who pioneered in de­
veloping computer methods for constructing mul­
tidimensional "maps" of mental concepts from 
judged proximities among them. 
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In this, as in other nonmetric MOS procedures, it is possible, by using 
sophisticated numerical methods implemented by a computer, to construct 
these mental maps-given proximities that indicate only the rank order 
of distances. 

Basically, MOS procedures spatially represent the hidden structure in 
a matrix of "distance-like" numbers. For a matrix of geographical distances 
between cities, an MOS analysis would provide a reconstruction of the 
two-dimensional map of cities. Other simpler geometric techniques (e.g., 
triangulation) could be used for the errorles~ objective data in a table of 
city distances. However, since there is generally considerable uncertainty 
in subjective judgments or perceptions (e.g., nonlinear relations between 
proximities and distances in the mental map, uncertainty about dimen­
sionality of the map, and error or "noise" in such subjective data), it takes 
powerful mathematical data analysis and statistical techniques to find the 
map that best fits the data. 

3.1 Metric MDS 

The earliest form of MOS, the so-called classical method of "metric" 
MOS, was devised by a group working at Princeton University in the early 
1950s; it was based on some earlier theoretical work (going back to about 
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1938) by the mathematicians G. Young and A. S. Householder. 23 The 
approach used by W. S. Torgerson, a mathematical psychologist of the 
Princeton group, involved a very time-consuming and complicated data 
collection and analysis procedure, called the method of triads, designed 
to get highly accurate numerical, or "ratio scale," measures of subjective 
distances among all pairs of stimuli. The number of judgments required 
of subjects went up roughly as the cube of the number of stimuli and 
severely limited the number of stimuli that could be used. After ratio scale 
estimates of distances were derived from these triads data (in which all 
triples of stimuli were presented, and each subject was asked to judge 
which of two was more similar to a third), these estimated subjective 
distances were further processed to derive "scalar product" measures for 
all pairs of stimuli (which are analogous to covariances among pairs of 
variables). These derived scalar products were then subjected to a procedure 
very much like principal components analysis to produce the mental maps 
of stimuli. 

3.2 Nonmetrk MOS 

Shepard's development of proximity analysis, the first computer-im­
plemented version of nonmetric MOS, in the early 1960s, constituted a 
major breakthrough; it allowed use of proximities data (similarities or 
dissimilarities) assumed to be related to distances in an underlying mul­
tidimensional space only by a very general monotonic, or order-preserving, 
function. 24

•
25 This allowed application of MOS to a much broader range 

of data than the earlier metric method of Torgerson and others, which 
required much stronger and more restrictive assumptions about the relation 
between the data and the interpoint distances. 26 Soon after Shepard's 
pioneering work, the mathematician J. B. Kruskal [Fig. 11-5] introduced 
significant conceptual, algorithmic, and practical improvements to Shepard's 
earlier approach, leading to the computer program MOSCAL, which was 
more sophisticated than earlier methods for performing multidimensional 
scaling, and later to KYST (for the initials of Kruskal, Young, Shepard, 
and Torgerson) computer-based algorithms for nonmetric MOS.27

•
28 These 

algorithms have become the most widely used procedures for what has 
often been called "two-way" MOS. Since these nonmetric procedures 
allowed researchers to use a much broader variety of proximity measures, 
many requiring considerably less arduous tasks of human judges, these 
methods also allowed use of a much larger number of stimuli. A number 
of people at universities and other institutions have carried out programs 
on MOS research. A summary of this work up to 1980 is provided in a 
review paper by J. 0. Carroll and P. Arabie.29 

To get an idea of how two-way nonmetric MOS works, let us consider 
an example of data from a study by Rothkopf in which many people 
unfamiliar with Morse code listened to pairs of Morse-code signals and 
then indicated whether they were the same or different. 30 The data were 
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Fig. 11-5. J.B. Kruskal, who made fundamental 
contributions to the mathematics and computer 
methods of constructing multidimensional 
"maps" from numerical proximities. 

441 

the percentage of "same" responses for all pairs of signals. This produced 
a 36 X 36 matrix of what are often called "confusions" data for all pairs 
of the 36 Morse-code signals. 

Using Kruskal's MDS computer program, Shepard analyzed these data, 
which he interpreted as measures of psychological proximity of the signals, 
to produce a multidimensional scaling map where distances between signals 
are (as nearly as possible) monotonically related to the probability of their 
being confused. In other words, the more often two signals were confused 
with each other, the closer, generally speaking, the points representing 
them were in the map. This map showed much more clearly and simply 
the pattern underlying the confusabilities of different Morse-code signals 
than did the original 36 X 36 table of confusions data. [Fig. 11-6] 

Although the computer produced the map, Shepard had to furnish the 
interpretation. Interpretation of a dimension generally involves distin­
guishing how stimulus objects at one extreme differ from those at the 
other. He observed that the number of components in the signals increased 
from bottom to top and that the relative number of dashes increased from 
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DASHES 

9 

00 

0 

Fig. 11-6. Multidimensional scaling (MOS) map obtained by a com­
puter analyzing data on confusability between Morse-code signals. The 
distance between any two signals on the map is monotonically and 
inversely related to the degree of confusion experienced by the listener 
(i.e., believing that two signals are the same). The confusability between 
two Morse-code signals appears to depend on the difference in the 
number of components (dots or dashes) in the two signals and on the 
relative proportions of dots and dashes. The curved lines, arbitrarily 
drawn to divide the map into regions where the signals have the same 
total number of components, facilitate the interpretation of the results. 
[Shepard, Human Factors 5 (1963): 39.) 

left to right.31 He therefore interpreted the two dimensions as "number 
of components" and "dots versus dashes." 

The MOS program also determined the monotonic function relating 
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confusion probabilities to distances in the map. The shape of this function 
approximated an exponential decay function, which is very consistent with 
the widely supported theory of stimulus generalization in psychology. (In 
fact, part of Shepard's early interest in proximity analysis was in determining 
the nature of such functions, which often bear on important theoretical 
issues in psychology or other behavioral sciences.) Of course, the points 
scattered quite considerably about the curve, as is typical of most psy­
chological data. [Fig. 11-7] 

The application of MDS methods also shed new light on issues in 
learning. Thus Shepard and coworkers explored the distinction between 
"analyzable" stimuli, for which people can selectively attend to one attribute 
(such as size, shape, or color), and "unitary" stimuli (e.g., homogeneous 
colors), for which they can not. They contributed support to the conclusion 
that for unitary stimuli the Euclidean metric is appropriate for multidi­
mensional scaling, and the difficulty of learning different classifications of 
the stimuli can be predicted solely from their pairwise similarities; whereas 
for analyzable stimuli, a non-Euclidean metric and more complicated prin­
ciples of classification learning are indicated. 32 
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Fig. 11-7. Monotonic function of confusability versus interpoint distance between 
any pair of points of Fig. 11-6. The abscissa is the interpoint distance, and the 
ordinate is a measure of confusability. The confusability function, computed by MDS 
analysis, is shown as a solid line that is the best fitting monotonic curve to these 
data points. [Shepard, Human Factors 5 (1963): 41.] 
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To summarize, Shepard's interest in understanding mental represen­
tations of objects or maps led him to his pioneering work in nonmetric 
MOS, while Kruskal's fascination with the mathematical structure of this 
problem led to the improved algorithms represented by the MDSCAL and 
later KYST computer programs. Kruskal's involvement in MOS work also 
illustrates important long-term interactions of members of the Acoustical 
and Behavioral Research Center with scientists of other research centers 
at Bell Labs. 

3.3 Three-Way MDS 

In the late 1960s and early 1970s, J. D. Carroll [Fig. 11-8] and J. J. 
Chang developed the next major breakthrough in MOS methodology 33

-

the "three-way" MOS model and method known as INdividual Differences 
multidimensional SCALing (INDSCAL). INDSCAL is called a three-way 
MOS approach because it uses a three-way array of data, consisting of a 
number of (two-way) proximities matrices-one for each of a number of 
different human subjects or other data sources. It represents these data by 
a generalized Euclidean distance model in which each subject (or other 

Fig. 11-8. J. D. Carroll, who made fundamental contributions to 
MDS by showing how to use a three-way array of proximities to 
get an improved multidimensional "map." 
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data source) corresponding to the third dimension of the data array has 
a different pattern of weights for a common set of dimensions. These 
"subject weights" define the relative saliences or perceptual importances 
of the stimulus dimensions for the different subjects or other entities, and 
they often serve as extremely useful parameters to characterize, discriminate 
among, or predict other characteristics of the subjects. An additional highly 
useful aspect of the INOSCAL approach is that the stimulus dimensions 
are uniquely determined. In the two-way MOS methods, dimensions are 
determined only up to a rigid, or orthogonal, rotation, which often made 
interpretations of MOS solutions in more than two dimensions extremely 
difficult. 

As an illustration of the INOSCAL procedure, let us turn to a completely 
different subject for mental maps-relationships between people. One of 
the psychologists, M. Wish (who came to the Behavioral Research Center 
in 1967 to exploit Shepard's, Kruskal's, and Carroll's original work in 

IN MAKING THESE JUDGMENTS OF SIMILARITIES PLEASE TAKE INTO ACCOUNT THE 
WAYS THE TWO INDIVIDUALS IN A RELATIONSHIP THINK AND FEEL ABOUT EACH 
OTHER, ACT AND REACT TOWARD EACH OTHER, TALK AND LISTEN TO EACH OTHER, 
AND ANY OTHER CHARACTERISTICS RELEVANT TO THESE RELATIONSHIPS. 

A. BETWEEN PARENT AND TEENAGER 
B. BETWEEN INTERVIEWER AND JOB APPLICANT 

VERY 
DIFFERENT 

2 3 4 5 6 

A. BETWEEN SALESMAN AND REGULAR CUSTOMER 
2 3 4 5 6 

B. BETWEEN HUSBAND AND WIFE 

A. BETWEEN BUSINESS RIVALS 
B. BETWEEN TEACHER AND YOUNG PUPIL 

2 3 4 5 6 

A. BETWEEN PARENT AND TEENAGER 
2 3 4 5 6 

B. BETWEEN CASUAL ACQUAINTANCES 
7 

VERY 
SIMILAR 

8 9 

8 9 

8 9 

8 9 

--------
A. BETWEEN SECOND COUSINS 
B. BETWEEN SUPERVISOR AND EMPLOYEE 2 3 4 5 6 7 8 9 

-----
A. BETWEEN MOTHER-IN-LAW AND SON-IN-LAW 

2 3 4 5 6 8 9 
B. BETWEEN SUPERVISOR AND EMPLOYEE 

----------- -----
A. BETWEEN NURSE AND INVALID 

2 4 5 6 9 B. BETWEEN PSYCHOTHERAPIST AND PATIENT 
3 7 8 

A. BETWEEN CHILDREN IN A FAMILY 
B. BETWEEN TEAMMATES (DURING A GAME) 2 3 4 5 6 7 8 9 

Fig. 11-9. Sample questions from a questionnaire designed to determine how people rate 
the similarity or dissimilarity of different relationships among individuals. [Wish, Ind. Res. 
17 (1975): 2s. I 
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multidimensional scaling), thought that the scaling techniques could be • 
used to better understand p,eople's conceptions of interpersonal relation­
ships. He devised a questionnaire in which he asked a number of subjects 
to rate the similarity between 25 pairs of relationships. 34

,
35 [Fig. 11-9] 

When these data were analyzed, using the INDSCAL procedure, which 
had been devised by Carroll and Chang, the results came out not in a 
two-dimensional map but, rather, in a four-dimensional map. [Fig. 11-10] 
It is probably largely due to what is called the "dimensional uniqueness" 
property of INSDCAL-i.e., the fact that the stimulus dimensions do not 
have to be rotated to attain an interpretable structure-that Wish was able 
to uncover a highly stable and meaningful MDS solution in as high as 
four dimensions. (Shepard had to rotate the two-dimensional coordinate 
system originally given by the two-way MDS computer program he was 
using to find the two interpretable dimensions described earlier for Roth­
kopf's Morse-code data.) 

Upon examining the position of the objects in this conceptual map, 
Wish labeled the dimensions of the mental space. The labels were only 
Wish's interpretations of the dimensions, but there is considerable statistical 
evidence, based on multiple regression analysis, supporting these inter­
pretations. The primary understanding obtained from this study is that 

DIVORCED 
COUPLE 

POLITICAL • 
OPPONENTS• 

BUSINESS RIVALS• 

DIMENSION 2 

EQUALITY 

MGTHER-ANO 
eSON-IN-LAW 

• OPPOSING PERSONAL ENEMIES• NEGOTIATORS 
SALESMAN AND 

REGULAR CUSTOMER 
• COMPETITION 

AND CONFLICT 

INTERVIEWER 
AND JOB 

APPLICANT 
I • 

SUPERVISOR AND 

PROFESSOR AND 
•GRAOUATESTUDENT 

• PSYCHOTHERAPIST 
ANO PATIENT 

GUARD AND EMPLOYEE• 
PRISONER • PARENT AND• • • NURSE AND 

CHILD TEACHER INVALID 

M.~STER ANO AND PUPIL 
SERVANT 

INEOUALITY 

DIMENSION 1 

COOPERATION 
AND HARMONY 

(a) 

Fig. 11-10. A four-dimensional analysis of the data from the questionnaire in Fig. 11-9. 
The MOS program produced a four-dimensional map. The four dimensions that characterize 
these interpersonal relationships can be interpreted as (a) competition versus cooperation 
(dimension 1) and equality versus inequality (dimension 2), and (b) task-oriented versus 
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people view social relationships according to four different qualities that 
can be called cooperation, equality, formality, and intensity. If we know 
these four factors for a particular relationship, then we will be in a good 
position to predict people's expectations of this relationship and perhaps 
be better able to understand how people who have different relationships 
communicate and interact with each other. In addition to the information 
this INOSCAL analysis provided about the important subjective dimensions 
underlying perception of these interpersonal relationships, the dimension 
weights for subjects, which could be portrayed graphically in what is called 
the "subject space," exhibited important and meaningful correlations with 
various demographic variables, attitude measures, and other attributes of 
the subjects. Thus, the INOSCAL approach to three-way MOS provides 
two important extensions of the two-way MOS methods. One is the use 
of individual differences among subjects or other data sources to orient 
the coordinate system uniquely-the dimensional uniqueness property­
which makes feasible easily interpretable solutions in more than two or 
three dimensions. The second is that the subject weights provide very 

DIMENSION 4 

INTENSE 

•HUSBAND AND WIFE 

• FIANCE AND FIANCEE 

eCLOSE FRIENDS 

POLITICAL TEAMMATES SIBLINGS 

p~~i~~fsL. ~p~~~~NT:ss DIVORCED PSY~HOTHERAPIST • •PARENT AND CHILD 
GUARD AND • RIVALS COUPLE AND PATIENT PARENT AND 

,--------,PRISONER• e OPPOSING • BUSINESS • • TEENAGER,--_D_IM_E_NS_IO_N_3--, 
TASK-ORIENTED NEGOTIATORS ePARTNERS SOCIO-EMOTIONAL 

.....__A_N_D _F O_R_M_AL _ _;---M-A-ST_E_R -.---A-N-+ON-UI NR-VS-AE L_I_D_•_T_E-AC_H_E_R -AN_D_----< AND IN FDR MAL 

AND SERVANT PUPIL 

• SUPERVISOR 
AND EMPLOYEE 

INTERVIEWER • 
AND JOB 

APPLICANT 
• SALESMAN 

AND REGULAR 
CUSTOMER 

PROFESSOR AND 
GRADUATE 

• STUDENT • MOTHER-AND 
SON-IN-LAW 

• SEC ONO COUSINS 

SUPERFICIAL (b) 

socially oriented (dimension 3) and intense versus superficial (dimension 4). A relationship 
can be characterized by its perceived coordinates in these four dimensions. (Wish, Ind. Res. 
17 (1975): 28.] 
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useful parameters fo:r measuring individual differences in subjects or other 
data sources. 

3.4 An Application olf MDS to Preference Analysis-PICTUREPHONE* 
Visual Telephone Servic,~ 

In addition to methods of MOS for proximities data, therEi has been a 
considerable amount of research at Bell Labs and elsewhere on MOS 
methods for representing subjects' preferences. These methods are par­
ticularly applicable to market research, where having an accurate appraisal 
of both people's perceptions and preferences is vital. In an effort to un­
derstand better why PICTUREPHONE visual telephone service had not 
been an initial market success, Wish devised an extensive questionnaire. 
Business executives used this questionnaire to rate PICTUREPHONE visual 
telephone service, the telephone, and a face-to-face visit in terms of their 
effectiveness in accomplishing various tasks. Because of the power of the 
scaling techniques, lthe questions posed to the subject in a very simple 
and easily answerable fom1 were sufficient for this purpose. [Fig. 11-11] 

A scaling program, called MOPREF (for MultiOimensional PREFerence 
analysis), developed by Carroll and Chang, was used for these data. 36 

MO PREF produces a map that displays information both about people's 
perceptions of the relationships between the stimuli under study (the busi­
ness tasks in this case) and their preferences for these stimuli. The stimuli 
are represented as points in the map, and each subject filling out this 
questionnaire is represented by a vector that indicates that person's pre­
ferred direction with respe,ct to the three services. The projections of the 
stimuli on a subject"s vector recover as well as possible (in a statistically 
well-defined sense) that subject's preference ordering of the stimuli for 
these services. 

An MOPREF analysis of the PICTUREPHONE visual telephone service 
data showed that most of the business executives in the study thought 
that face-to-face visits were more useful than either PICTUREPHONE 
service or telephone for alll the tasks;37 this was expected. However, the 
map produced by the analysis revealed additional information about the 
respondents. [Fig. 11-12] First, there was a group of people biased toward 
the PICTUREPHONE visual service and a group biased toward the tele­
phone. In addition, some people favored the telephone for some tasks, 
such as "business discussions within the same company," whereas the 
PICTUREPHONE visual telephone service was considered more useful 
for such tasks as geltting an idea across. 

• Registered service mark of AT&T. 
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BUSINESS SITUATION CHECK LIST 

P = PICTUREPHONE visual telephone service 
T Telephone 
V Visit 

A. 

B. 

C. 

D. 

E. 

F. 

G. 

H. 

I. 

J. 

K. 

L. 

M. 

NOT AT ALL 
USEFUL 

EXTREMELY 
USEFUL 

Discussing business 
with someone in your 
own company. p T V -- -- -- -- -- -- -- -- -- --
Selling a product. T P V -- -- -- -- -- -- -- -- -- ---
Getting an idea across. 

p T V 

Finding out otller 
people's ideas. T p V 

Establishing good 
relations with a 
new customer. T p V 

Maintaining good 
relations with a 
regular customer. 

T p V 

Negotiating a 
business deal. P T V -- -- -- -- -- -- -- -- -- --
Interviewing a 
potential employee, T p V ------
Conference involving 
three or four people. T p V 

Conference involving 
five to ten people. T p V 

Discussion with 
someone at about the 
same level as yourself. P T V -- -- -- -- -- -- -- -- -- --
Discussion with 
someone at a higher 
level than yourself. 

p T V 

D iscusslon with 
someone at a lower 
level than yourself. 

P T V -------------- --

449 

Fig. 11-11. Sample questions (with answers from a typical respondent) from a ques­
tionnaire designed to determine how business executives rate PICTUREPHONE visual 
telephone service compared with telephone calls and face-to-face visits. 

Multidimensional scaling became one of the standard tools of market 
research by the late 1960s and early 1970s. It has become increasingly 
important as a methodological tool in psychology, marketing, and many 
other behavioral sciences; it has even been used in some branches of 
engineering, computer science, and the biological and physical sciences. 
New models and methods, particularly for individual differences analysis 
of both perceptual and preference data, have been devised by Carroll, S. 
Pruzansky, and W. S. DeSarbo.38 These new models and methods have 
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, ANTI-PICTUREPHONE 
, SERVICE 

' 4,,0 iS',>-<,,.~ I I 
'v ~------------- v~ «.:~ EiY TELEPHONE 

~ 
DIM. 2 

Fig. 11-12. Multidimensional preference analysis (MDPREF) based on ratings of usefulness 
of three different communication conditions-telephone (T), face·to-face visit (V), and 
PICTUREPHONE service (P) for the 13 different business tasks listed in Fig. 11-11. Each 
Jetter (A through M) refers to a different task; each task is represented three times, one fo:r 
each communication condition. An arrowhead indicates the end of a vector through the 
origin that reflects a respondent's rating. A Jetter representing a task that received a high 
usefulness rating by someone projects highly on that person's vector. Positions of arrowheads 
and letters were detennined directly by the MDPREF computer program. The rectangles 
around each of the services ar•~ inserted as an aid in interpreting the da,ta. Generally, a 
visit was judged to be more useful for every business situation-Le., all. letters for visit 
project highest on most of the vectors. An interesting feature of this map is that two 
dimensions are required to account for all of the respondents' ratings. The second dimension 
separates PICTUREPHONE visual telephone service from the telephone. 

greatly expanded the areas of applications of this powerful methodology 
for measurement and data analysis in the behavioral (and other) sciences. 

In contrast to pmgrammed instruction discussed in section II in this 
chapter, MDS started from purely theoretical notions about similarity and 
mental processes and gradually developed into techniques of great practic,:JLl 
importance. 

IV. VISION RESEARCH 

Although the first studies in physiological optics at Bell Labs go back 
to H. E. Ives, a ma:jor early figure in optics, who in the earlly part of th,e 
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Fig. 11-13. B. Julesz, who invented the technique 
of random-dot stereograms for the study of bin­
ocular vision. 

451 

20th century developed flicker color photometry, modern interest in basic 
research on vision began in 1960 with the introduction by B. Julesz [Fig. 
11-13] of computer-generated random-dot stereograms. Julesz was orig­
inally interested in bandwidth compression when transmitting information 
in television pictures; this led him to the problem of object separation in 
binocular depth perception. 

4.1 Random-Dot Stereograms 

Julesz studied an arrangement of two matrices of dots, the first of which 
is generated randomly (e.g., by a computer) and the second copied from 
the first, except for some small area where all the dots in that area are 
slightly displaced from the respective positions in the first matrix by the 
same amount. When these two arrays are binocularly fused, they can give 
rise to vivid depth percepts as the central nervous system finds correlated 
areas of certain binocular disparities, in spite of the fact that the left and 
right images of the stereopair by themselves are just aggregates of random 
dots. 39

,
40 [Fig. 11-14] Many such random-dot stereograms, printed as red-
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(a) (b) (c) 

Fig. 11-14. Random-dot stereogram prepared by a program of B. Julesz. (a) and (b) Images 
seen by the left and right eyes are shown side-by-side in the figure. No patterns are perceptible 
in these separate images. (c) However, if the two images are fused, then a vivid pattern of 
depth variation can be seen in the fused image. [Julesz, Sci. Amer. 212 (1965): 43.) 

green anaglyphs to help fusion, are shown in Julesz's book Foundations 
of Cyclopean Perception. 41 

The invention of the random-dot stereogram, one of the early appli­
cations of computers in psychology, solved several problems in experimental 
psychology and neurophysiology: 

1. It provided a robust test for stereopsis. In the next two decades, 
Julesz and his coworkers combined the technique of random-dot 
stereograms with evoked potentials measured on the scalp of human 
infants and showed the onset of functional binocularity in 3-1/2 
month-old infants. Early diagnosis of stereodeficiendes might help 
to prevent stereoblindness that afflicts 2 percent of mankind. 42 

2. It showed that, contrary to prevailing belief, binocular depth per­
ception does not depend on monocular form recognition. This re­
alization had an impact on neurophysiological research, and much 
of the work shifted from monocular pattern-recognition problems 
to the search for binocular, disparity-tuned neurons in the cortex of 
monkeys. 

3. The random-dot stereogram provided a tractable problem to model: 
How does the brain find (match) areas of the same binocular disparity 
(parallax) amidst look-alike false matches? The models developed 
by Julesz and his coworkers were the simplest cooperative systems 
known in brain research43 and had great impact on both psychology 
and artificial intelligence.44

•
45

•
46 

4. Random-dot stereograms could portray and elicit most of the known 
perceptual aftereffects and optical illusions. Because the information 
coming from the left and right eyes is combined only in the visual 
cortex, optical illusions or aftereffects produced by random-dot ste-
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reograms are not generated by any processing stages in the brain 
(retina, geniculate, etc.) prior to the binocular combination. Julesz 
called this technique "psychoanatomy." 47 

An outgrowth of random-dot stereograms was random-dot cine­
matograms, for which the correlated random-dot arrays were presented 
in temporal succession. The correlated areas appear to move, thus permitting 
the study of a movement perception. 48

•
49 

In 1964, the Sensory and Perceptual Processes Department, headed by 
Julesz, was established at Bell Labs. In 1966, J. Krauskopf joined the de­
partment and together with Julesz initiated a postdoctoral fell ow program 
in which a dozen talented young scientists have thus far participated. This 
resulted in several important findings, some of which are noted below. 

4.2 Texture Discrimination 

Besides random-dot stereograms and cinematograms (to study movement 
perception), Julesz explored spatial-frequency-tuned channels in vision.50 

He also initiated a study of preattentive texture discrimination using random 
textures with constrained stochastic parameters. 51 With the help of Bell 
Laboratories mathematicians, particularly D. Slepian, E. N. Gilbert, and 
L. A. Shepp, he studied the discrimination of random textures with identical 
second-order statistics.52 That led him to a texton theory of human vision, 
where the textons are local conspicuous features, the basic elements of 
preattentive vision. 53

•
54 Much of the later work of Julesz required very fast 

computer graphics that were developed by W. Kropfl.55 From the 1970s 
on, Chang collaborated with Julesz in many perceptual studies.56

•
57 

4.3 Color Vision 

Since 1966, J. Krauskopf's main line of research has been the basic 
mechanisms of color vision. He demonstrated that each of the primary­
color mechanisms independently controls its own time constants. This was 
demonstrated by psychophysical, electrophysiological, and reaction-time 
experiments. 58 He showed that what is experienced with very weak stimuli 
can reveal the nature of fundamental sensory mechanisms. Using this 
principle, he determined the spectral sensitivity of fundamental cone 
mechanisms in the human eye from the appearance of small brief spots 
of monochromatic light.59 Applying methods based on the same funda­
mental assumptions, he demonstrated the existence of separate mechanisms 
for the detection of increments and decrements of light. 60 

In 1982, Krauskopf demonstrated the existence of two mechanisms that 
signal the color of stimuli and a third that signals brightness by using a 
new psychophysical method of selective habituation. These experiments 
were closely followed by electrophysiological studies that showed that 
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single cells in the lateral geniculate nucleus of a monkey had precisely 
the same signaling properties. 

4.4 Mathematical and Neu1ral Models of Visual Function 

During the late 1960s, Bell Labs researchers developed mathematical 
and neural models that accounted for a wide range of visual phenomena 
and provided new understanding of the visual system. Examples are the 
studies of temporall phenomena, such as flicker fusion by J. Z. Levinson,61 

and flicker detection and masking by G. Sperling and M. M. Sondhi. 62
'
63 

They were able to show, for example, that many phenomenai of luminance 
discrimination and flicker detection can be explained by a neurally plausiblle 
model that contains a series of resistance-capacitance circuits of which 
only three have adjustable time constants. Other theoretical work by Sper­
ling concerned spatial phenomena of contrast detection, and the accom­
modation, vergeneie, and fusion phenomena of binocular vision. 64

•
65 

In research on mechanisms of pattern recognition, Harris and A. R. 
Gibson showed that orientation-specific color adaptation cannot be due 
to ordinary afterimages but can be explained by hypothetical sensory units 
less highly structured than edge detectors. Harris also found that such 
adaptation depends on spatial frequency of the pattern. 66

•
67 Later, with 

N. Weisstein and others, Harris found that detection of a line segment is 
markedly easier in a perceptually meaningful context, especially if the 
context appears to be three-dimensional. This "object-superiority" effect 
is hard to reconcile with pattern-recognition models in which elementary 
features are detected first, and overall structure then ascertained from the 
features. 68

•
69 With Weisstein and others, Harris demonstrated that spatial 

patterns can interact over large retinal separations, supporting the idea of 
a spatially distributed (perhaps Fourier-like) visual representation. 70

•
71 

V. HUMAN INFORMATION PROCESSING 

In all human communication, information is transferred from one per­
son's memory to another. Regardless of how a message is sent, it must 
eventually arrive in a form that can be encoded, preserved, and retrieved 
by the brain. As technology provides more alternatives for transmitting 
information, the choice among alternative possibilities depends on an un­
derstanding of the mental processes that underlie people's performance 
in communication situations. Research on human information processing 
includes studies of perception, learning, memory, thinking, and action that 
view the person as an information-processing system having speed and 
capacity limits. 

Starting about 1950, there was a revolution in psychological research 
on mental process1c!s, partly inspired by such technological advances ats 
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electronic signal detection, the information theory developed in 1948 by 
C. E. Shannon (see Chapter 1, section VIII in this volume), and the field 
of computer science. Information theory led psychologists to explore more 
precisely the way that information is mentally coded, classified, and trans­
formed. One of the earliest examples of such research was the set of 
experiments by J. R. Pierce and J. E. Karlin in 1957 using oral reading to 
estimate human channel capacities. 72 Signal-detection devices stimulated 
Bell Labs researchers to regard retrieval from memory as involving statistical 
decisions based on noisy signals. Computer science raised questions about 
serial versus parallel processes in the brain, fostered ideas about simple 
search mechanisms, and encouraged a quest for data on basic mental 
operations. 

The new interest in the constituents rather than merely the consequences 
of mental activity led to a revival of reaction-time methods. (In reaction­
time studies, one measures the amount of time a task requires when it is 
performed with relatively high accuracy.) In turn, these methods provide 
some of the strongest supporting data for a flowchart concept of the mind 
by showing that the time between stimulus and response can be a sum, 
composed of the durations of a series of separate stages of processing. 73 

Fig. 11-15. S. Sternberg, who developed new ways 
of using reaction-time data to analyze mental in­
formation processes. 
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Bell Labs scientists participated in this revolution in human information 
processing in large measure through the use of two powerful new methods 
described below and developed by Sperling, S. Sternberg [Fig. 11-15], and 
others, one making use of information sampling, and the other exploiting 
reaction-time measurements. In the 1960s and 1970s, the research on 
human information processing was concentrated, first, on memory (in­
cluding short-term memory storage and retrieval, long-term memory storage 
and retrieval, visual information storage, and categorization based on stored 
knowledge) and, second, on word recognition and language comprehension. 

5.1 Human Memory 

In the late 1960s, Bell Labs psychologists pioneered a new way to study 
both short-term and long-term memory. Most research on memory had 
been based on the number and pattern of errors people make when they 
attempt to remember something under conditions that produce frequent 
failures. The Bell Labs technique allowed memory processes to be studied 
under conditions in which people were able to perform rapidly and to 
make almost no errors. Instead of measuring errors, investigators measured 
how long a person took to remember correctly selected kinds and amounts 
of information. 

5.1.1 Short-Term Memory 

Human short-term memory can be regarded as a temporary buffer 
memory that can hold from five to ten pieces of information. Unless a 
person repeats the information to himself, it is typically forgotten in less 
than a minute. This type of storage is used, for example, when we look 
up and dial a new telephone number, or when we recall what someone 
said a moment ago. It probably also serves as a small-capacity "working 
memory" that plays a critical role in reasoning and comprehension. 

In one study of short-term memory, a subject was asked to memorize 
from a display a list of one to six digits, for example, 2, 9, 6, 1, 7. After 
the list was memorized, a test digit, for example, 9 or 5, was displayed 
and the subject pressed a key to indicate that the digit was or was not in 
the memorized list-one key for yes, another key for no. 74

•
75

•
76 Reaction 

time was measured from the moment the test digit appeared on the display 
until a key was pressed. This procedure was repeated on several hundred 
trials with different memorized lists and test digits. [Fig. 11-16] 

The tests showed that reaction time increased by approximately the 
same amount for each digit added to the memorized list, with the rate of 
increase about 40 milliseconds for each additional digit. 

This result indicated a high-speed internal search process that people 
use to retrieve information from memory, analogous to one a computer 
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Fig. 11-16. Time to retrieve information from short-term memory as 
a function of number of digits memorized. A person was first asked to 
memorize a list of from one to six different digits, selected randomly 
from the ten digits that were displayed visually, one after another, in a 
random order (e.g., 2, 9, 6, 1, 7). The person was then shown a test digit 
and asked whether it was contained in the list (e.g., 9) or was not (e.g., 
5). This procedure was repeated on several hundred trials, with different 
lists and test digits, and with eight participants. Note the linear increase 
in retrieval time (about 40 milliseconds per digit) with digit added. [Stern­
berg, Science 153 (1966): 653.] 
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might use. The finding also demonstrated that a task that seems automatic, 
effortless, and instantaneous to the person performing it requires time that 
varies according to the experimental conditions. Analysis of these variations 
revealed the structure of internal mental processes that could not be ob­
served directly. 

Using other techniques to study short-term memory, Sperling and 
R. G. Speelman demonstrated mental auditory recoding of visually pre­
sented letters by exploring the dramatic effects on recall of the acoustic 
similarity of letter names. 77 They also showed the importance of subvocal 
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rehearsal and demonstrated that the capacity of human short-term memory 
is greater for item information than for order information. 

5.1.2 Long-Term Memory 

In contrast to short-term memory, the capacity of human long-term 
memory is extremely large for both facts and experiences. Information 
can be preserved in lthis memory for many years, with no conscious effort 
to retain it. Long-term memory is used, for example, when we remember 
our own telephone number, understand the meaning of a word, or recognize 
a face. 

Reaction-time methods similar to those mentioned above were applied 
by D. E. Meyer to investigate the organization and retrieval of word mean­
ings in long-term memory and led him to discover mechanisms quite 
unlike those of digital computers. 78

'
79 In one experiment, a person was 

shown three rows of letters, one after the other, with words and nonwords 
intermixed randomly. For 1~xample, the words might be nurse, bread, or 
doctor; nonwords might be smuke, pable, reab. The person to whom these 
words were presenti?d had to decide whether each row was a word or a 
nonword, indicating yes or no decisions by pressing different keys. Reaction 
time was measured separately for each row, and the procedure was repeated 
with hundreds of different words and nonwords. 

The significant findings from this experiment come from those trials in 
which all three rows of letters were words rather than nonwords. Such 
trials included the following sequences: (1) adjacent and rellated words, 
like smoke, nurse, doctor, in which the second and third words had related 
meanings; (2) separated and related words, like nurse, smoke, doctor, in 
which the first and !third words had related meanings; and (3) unrelated 
words, like bread, smoke, doctor, in whic:h the words all had unrelated 
meanings. People recognized the third word of a sequence more rapidly 
if it was related in meaning to one of the preceding words than if the 
words were unrelatt~d. This happened whether the related words were 
adjacent or separated in the sequence, although the effect was larger for 
adjacent related words. [Fig. 11-17] 

Through this study and others, Meyer arrived at a plausible explanation 
of how the memory retrieves information. Retrieving a word from long­
term memory, he found, t1~mporarily increases neural activity at the lo­
cations of other nearby r1:?lated words in the memory structure. This 
"spreading activation" reduces the amount of additional activity needed 
to recognize a related word and, therefore, speeds the reaction if the word 
is presented soon enough. While Meyer"s experiments implied that the 
activation decays over time, they showed that it persists for at least a few 
seconds and outlasts the decision about an intervening unrelated word. 

Thus, unlike short-term memory, long-term memory seems to involve 
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Fig. 11-17. Information retrieval time in long-term memory. (a) Sample of three rows of 
letters shown, one after another, to a person with words and nonwords mixed randomly. 
The person had to decide for each row of letters whether it was a word or nonword; reaction 
time was measured for each row. The procedure was repeated with hundreds of different 
words and nonwords and with 20 participants. (b) Results of measured reaction time for the 
third row of letters only for those trials where all three rows were words and where the 
words were either adjacent related, separated related, or unrelated. The data show that people 
recognized the third row word faster if it was related to one of the preceding words­
particularly if it is adjacent related (e.g., smoke, nurse, doctor). 

mechanisms quite different in character from those of digital computers. 
Of course, it is not too surprising that the two memories function in es­
sentially different ways. Even the search rate of 30 items per second that 
was observed for short-term memory is much too slow for finding a par­
ticular word among the thousands a person has learned. Reading, writing, 
or speaking a single sentence would take several minutes! So either (1) 
there is some useful way to limit the number of words that are searched 
for in long-term memory, or (2) the search rate in long-term memory is 
much faster, or (3) many words are searched for at the same time. Of 
these alternatives, the findings about memory organization supported the 
first possibility. 

Three other findings about long-term memory storage and retrieval 
should be mentioned here. In 1967, Shepard demonstrated the remarkably 
large capacity of human memory in distinguishing previously seen pictures 
from others.80 In 1973, K. H. Smith showed that people use rules iln re-
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trieving learned sequences, especially rules about positional regularities. 
He found that, as a consequence, structured material is recalled more 
accurately. 81 In 1975, T. K. Landauer showed that many phenomena of 
human learning, forgetting, and retrieval can be explained by a memory 
in which neither storage location nor search organization depends on 
content. 82 

5.1.3 Short-Term Visual Information Storage 

Around 1960, Sperling [Fig. 11-18] and E. Averbach and A. S. Coriell 
discovered that visual information from a large display of alphanumeric 
characters remains available for a brief period after the display is turned 
off, and they investigated the characteristics of the underlying visual mem­
ory. Information representation in this memory is similar to the visual 
input itself. The memory has a large capacity, but is short-lived. They 
measured its decay time (about 0.25 second) and capacity (as much as 12 
letters-much more than can be read out accurately) and showed that old 
information is erased by new. 83

•
84 

Fig. 11-18. G. Sperling, who made funda­
mental contributions in research on vision and 
visual memory. 

TCI Library: www.telephonecollectors.info



Behavioral Science 461 

5.1.4 Categorization Based on Stored Knowledge 

Meyer showed that two successive operations are used in retrieving 
information from memory about category inclusion: the first determines 
whether two categories intersect and involves self-terminating comparisons 
of category names; the second determines whether one category is wholly 
contained in the other and involves self-terminating comparison of category 
attributes. This work showed that at least two kinds of information about 
a semantic category are stored in human memory and do not require 
"computation": the attributes of the semantic category and the other cat­
egories it intersects.85

•86 Meyer also showed that one decision about category 
membership can facilitate a second such decision, insofar as the categorie!' 
are semantically related. 

Landauer and Meyer showed that the effect of category size on the time 
taken by decisions about category membership is due to size per se and 
not merely to the correlated variation in degree of semantic relatedness, 
supporting a category-search model of categorizing performanLe.87 

5.2 Language Comprehension and Word Recognition 

During the 1960s, Bell Labs psychologists began to investigate language 
comprehension at both the sentence and word levels. For example, Smith 
and L. E. McMahon conducted a series of studies on the process of sentence 
comprehension and on the way people extract information from the mem­
ory representation of a sentence, again using reaction-time methods. They 
demonstrated that more processing time was needed for passive than 
active sentences, and showed how syntactic structure controls the relative 
accessibility of different items of information in the sentence. 88 J. S. Sachs 
showed that while attempting to comprehend connected discourse, a litstener 
stores the original form of a sentence only for the short time necessary 
for comprehension to occur.89 When a semantic interpretation has been 
made, the meaning is stored more permanently. Memory of the meaning, 
therefore, does not depend on memory of the original form of the sentence. 

Bell Labs psychologists investigating word recognition in the 1970s 
found that close relations between the meanings of words help people to 
recognize and pronounce the words faster, especially when the words are 
hard to see because of visual distortions. Close relations between word 
meanings also facilitate the comprehension of some sentences, as indlicated 
by how long a person takes to decide whether the sentences are true or 
false. The facilitation is not universal, however. When the relation between 
the meanings of two words must be analyzed carefully, their semantic 
proximity may actually inhibit mental processing. 

These results, along with additional findings, support the hypothesis 
that human memory includes a semantic network that represents various 
categories of objects at distinct locations that are linked so as to specify 
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their relations with each other. The memory structure probably influences 
a number of different mental processes that use it. One possible access 
route to the network is through a set of detectors designed to accumulate 
sensory information in the brain and signal the presence of particular 
words. There also appear to be processes for searching and comparing 
pieces of knowledge after a person finds the memory locations of designatedl 
categories. 90 

J. C. Johnston showed that the perceptual advantage of words over 
strings of unrelated letters is due not to the constraining influence of 
context but to the formation in the brain of higher-level (word-level) per-­
ceptual codes, in addition to letter codes.91 Evidence that he collected 
showed that identification of a word is mediated by identification of its 
component letters; it also showed the existence of word-level detectors. 
Johnston used variations in a phenomenon in which recognition of a letter 
in a word is more accurate than recognition of the letter in isolation. 92 

Meyer and coworkers investigated the mechanism of how context aids 
the recognition of ambiguous words, supporting a selective-access hy-­
pothesis (only the context-appropriate meaning is activated) as opposed 
to the hypothesis that all meanings are activated and only one used.n 
They also showed that the recognition of visually displayed words is me-­
diated by phonemic as well as visual codes. 94 Landauer and L.A. Streeter 
discovered that the structural properties of common and rare words differ 
in several respects important in understanding the well-known effects of 
word frequency on recognition. 95 

5.3 New Methods of Analy,dng Mental Processes 

Two examples of influential techniques developed and used by Bell 
Labs scientists investigating human information processing are the partial­
report method, or information sampling, and the additive-factor method. 

5.3.1 Partial-Report Method 

The partial-report or information-sampling method was developed by 
Sperling and by A v11irbach and Coriell in their studies of visual information 
storage 96 (see section 5.1.3 in this chapter). Because the amount that can 
be stored is much greater than the amount that can be recalled about a 
visual display, only these information-sampling methods could reveal its 
large initial capacity and its rapid decay. After its development, the partial­
report method was used in hundreds of studies in other laboratories. 

5.3.2 Additive-Factor Method 

In 1969, Stembeirg introduced an additive-factor method that could be 
used to decompose mental actions into successive information-processing 
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stages, study their properties, and localize new phenomena among the 
stages already identified. The method's main feature was the search for 
noninteracting effects of experimental factors on mean reaction time. Much 
other Bell Labs work using reaction-time measurements made use of the 
method, which also had considerable impact on researchers elsewhere 
who were concerned with such topics as word perception, visual search, 
retrieval from short-term and long-term memory, sentence comprehension, 
mental arithmetic, imagery, and the control of physical movements. 97 

5.4 Control of Action 

In the late 1970s, a new area of research was initiated on how people 
control the movements of their arms, fingers, and articulatory organs of 
speech. For example, Sternberg and coworkers showed, in studies of both 
finger movements in typing and in articulator movements in speech, that 
the execution of a memorized action sequence involves the retrieval of 
subprograms for action units from a motor program for the whole sequence 
prepared in advance. 98

•
99 By analyzing the autocovariance of the sequence 

of inter-response intervals, A. M. Wing showed that control of the timing 
of repetitive movements is based on separate time-keeping and movement­
generation processes, that successive movement delays are correlated, and 
that the variability of movement delays is strongly influenced by which 
muscles are used to generate the movement. 100 In investigating how people 
control the time interval between a pair of successive movements, D. A. 
Rosenbaum and 0. Patashnik discovered a time-consuming process of 
"dock-setting" that must be delayed until just before execution of the first 
response .101 

5.5 Reasoning, Decision Making, and Selective Attention 

In the late 1970s, Bell Labs psychologists expanded their research on 
reasoning, decision making, and selective attention. One area of interest 
was decision making under conditions of uncertainty. Earlier, Jenkins and 
W. C. Ward had discovered systematic errors in people's judgment of the 
contingency, or degree of correlation, between two streams of events. 102

•
103 

Later, in collaboration with psychologists at the University of Michigan, 
D. H. Krantz discovered that decision making under uncertainty is a train­
able skill in the sense that small amounts of training can make the ap­
plication of statistical heuristics to everyday problems both more likely 
and more effective.104 

M. L. Shaw showed that when a binary decision must be based on 
information from several stimulus sources (as in the division of perceptual 
attention) or on information about more than one attribute or variable, 
people evaluate the sources or attributes separately and independently, 
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making covert binary decisions about each, and then combine these covert 
decisions.105

'
106 Although not optimal, this approach appears to reduce the 

complexity of mental "computations." 

5.6 Impact on Telephone Operating Procedures and Research Experiments 
in Other Fields 

Results of Bell Laboratories research suggested ways to improve com­
munication by increasing a person's rate of processing information and 
by reducing errors. For example, the fact that information in short-term 
memory may be stored or retrieved in an acoustic form, as shown by G. 
Sperling and R. G. Speelman, 107 suggested that the jobs of telephone 
operators and craftspeopl,e should be designed to minimize listening and 
talking when infonnation is being held in short-term memory, since these 
activities interfere more ·with the memory than looking and writing do. 
For the same reason, the symbols in alphanumeric sequern:es should be 
selected to minimize similarities among their sounds. 

Another implicaiion of such experiments was that if the order of symbols 
is not important, then sequences of numbers or letters in short--term memory 
can be processed faster (as shown by Stemberg 108

) and more accurately 
(as shown by Sperling and Speelman 109

). When this is not so, as with 
phone numbers, the seriousness of errors can still be reduced. For example, 
frequently called tielephones can be assigned numbers that do not turn 
into other working numbers when adjacent digits are interchanged. 

Bell Laboratories discoveries about human information processing in­
fluenced research far removed from the topics originally investigated. Sci­
entists outside Bell Labs used some of the experimental pmcedures and 
theories developed at Bell Labs to study child development and aging, the 
effects of acceleration in space and of hallucinogenic drugs, and the nature 
of aphasia, schizophrenia, and mental retardation. 110 New questions about 
the nature of visual memory were explored in numerous studies using 
partial-report methods, 111

•
112 and reaction-time methods were employed 

to attack a growing variety of other questions about mental processes, 
both fundamental and applied. 113 

VI. SOCIAL PSYCHOLOGY 

Topics in social psychology, especially several concerneid with inter­
personal communkation, were the focus of active research in the 1960s 
and 1970s. M. Deutsch and R. M. Krauss used two-person experimental 
bargaining games to study factors causing interpersonal conflict and in­
fluencing its outcome. Theiy found that bargainers who possessed a means 
of retaliation were less likely to reach mutually satisfactory agreements. 
Communication between the bargaining parties was helpful in conflict 
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resolution only when the parties were oriented toward reaching agreement; 
otherwise, it tended to make the conflict worse. 114 

S. Rosenberg and B. D. Cohen developed a laboratory communilcation 
task to investigate the processes by which a speaker selects an utterance 
that distinguishes one object (the referent) from another and the processes 
by which a listener uses the utterance to identify the referent. Experimental 
data were well described by a stochastic model with two processes (sampling 
and comparison) for the speaker and one process (comparison) for the 
listener .115

•
116 

Krauss, P. D. Bricker, and others developed a two-person communication 
task to investigate the conditions under which communicators could con­
verge on a language for encoding unfamiliar objects. They found that the 
efficiency of encoding was critically dependent on feedback the sender 
got from the receiver. When feedback was missing, distorted, or temporally 
delayed, senders encoded messages that were both longer and less 
effective .117 

The use of multidimensional scaling of questionnaire responses by Wish, 
Deutsch, and S. J. Kaplan to discover four dimensions that underlie people's 
judgments of interpersonal relationships was discussed above 118 (see section 
3.3 in this chapter). Later a similar set of dimensions was also found to 
underlie judgments about episodes of actual interpersonal communica­
tion.119 These findings provided a useful framework for other research on 
interpersonal relations and communication. 

VII. CONCLUDING COMMENT 

The overall success of the Behavioral Research Center was due in con­
siderable measure to its effective coupling to the larger environment in 
which it was situated. With the growth of the center from two members 
of staff in 1955 to over 25 members in the early 1980s, it acquired the 
ability to tackle important questions in the Bell System, it achieved a 
reputation in the scientific world, and it established an important resource 
in Bell Laboratories. 
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Chapter 12 

Economics Research in the 

Communications Industry 

This chapter describes the first steps taken in establishing an economics 
research center at Bell Laboratories. This effort paralleled several events at 
AT&T-the founding of a new journal, the "Bell Journal of Economics and 
Management Science," the establishment of a Council of Economic Advisers 
of eminent economists, and the creation of a Regulatory Research Section. In 
addition to recruitment, which started with the acquisition of outstanding new 
PhDs in economics, seminars and self-study programs were set up. Early research 
was undertaken on such topics as financial modeling and the cost of capital, 
the possibility of rate-base regulation leading to the wasting of capital resources, 
and peak-load pricing. One of the group's major accomplishments was the 
creation of a new theory of natural monopoly for the multiproduct firm. The 
theory established both the cost and demand bases of natural monopoly and 
showed that, in spite of lower costs, a multiproduct natural monopoly is not 
necessarily invulnerable to attack by rivals. A by-product of this work was the 
first coherent theory of cross subsidization. Along with the development of 
theory, the group did extensive empirical studies of both the cost of and demand 
for Bell System products and services. Later work contributed significantly to 
a number of fundamental areas of economics that were not specific to regulation, 
including the application of the concept of stochastic dominance to unify and 
extend financial theory, the development of the notion of estimation risk, the 
theoretical study of equilibria in which supply and demand are unequal and 
may result in unemployment, and theoretical studies of labor markets. 

I. ESTABLISHMENT OF AN ECONOMICS RESEARCH CENTER 
AT BELL LABORATORIES 

Economics research at Bell Laboratories historically dealt with economies 
in the design and engineering of new telephone equipment and plant. To 

Principal author: E. E. Zajac. 
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cope with rapidly growing technical innovation and with its relations to 
legal and political questions of regulation,. competition, and monopoly that 
confronted the Bell System in the 1960s, Bell Laboratories organized for 
the first time a fonnal economics research group. An intense effort was 
made to create a group that could analyze all aspects of the Bell System's 
economic environment and assess and develop new economic theory and 
practices. The group became responsible for the analysis of such crucial 
issues for government-regulated businesses as the relationship among 
prices, demands for service, revenues, and costs. For example, it was soon 
realized that the e:>cisting 1~conomic theory of natural monopoly was ex­
tremely simple, confined almost entirely to a firm producing a single prod­
uct. One of the group's major accomplishments was the creation of a new 
theory of natural monopoly for the multiproduct firm. This theory estab­
lished both the cost and demand bases of natural monopoly and showed 
that, in spite of lower costs, a multiproduct natural monopoly is not nec­
essarily invulnerab]e to attack by rivals. To further the understanding of 
the economics of the regulated firm and the economic environment in 
which it finds itself, the Biell System also founded the Bell Journal of Eco­
nomics and Management Science in 1970. 

1.1 Genesis and Early Rese.uch in Economic and Financial Modeling 

Since its beginning, Bell Laboratories has evaluated in economic terms 
alternative ways of 1engine1?ring new telephone plant. However, organized, 
systematic economics research as an aid to Bell System policymakers was 
not begun until the mid-1960s. The impetus for such policy-directed re­
search, in addition to stimulus from accelerated technical opportunities, 
came from two major sources. First, from the mid-1960s to the early 1980s, 
regulatory activity was intense, both at the federal and state levels. This 
activity encompassed the determination of rates of return, prices, and the 
conditions for allowing new firms to enter the telecommunications industry, 
as well as a host of questions not previously addressed. Second, with the 
advent of digital compute·rs, quantitative and analytical techniques and 
simulation models of economic activities began to play an increasing role 
in guiding business management decisions. Thus, by the mid-1960s, it 
was apparent that policy-directed economics research could help not only 
in regulatory activilies but in internal management as well. 

The initial exposure at Bell Laboratories to these economic problems 
was through the consulting activities of mathematicians and statisticians, 
principally F. W. Sinden, M. E. Terry, M. B. Wilk, and E. E. Zajac. These 
consultations began in late 1965 in connection with the investigation by 
the Federal Communications Commission (FCC) of the Bell System, FCC 
Docket 16258, and revealed that many economic issues were far reaching, 
important, and not dearly defined. To understand better and cope with 
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these issues, AT&T established a Council of Economic Advisers, composed 
of distinguished outside economists, as well as a Regulatory Research 
Section and began publishing the Bell Journal of Economics and Management 
Science. In March 1968, Bell Labs established a formal economics research 
effort with Sinden and Zajac as the nucleus. The economics effort was 
combined with computer graphics-which in 1968 was still a research 
interest of both Sinden and Zajac-and became the Economic Analysis 
and Graphics Research Department. 

In 1968, P. B. Linhart of the Analytical Support Center of AT&T, who 
had transferred in 1967 from the Bell Labs switching study center, set up 
an informal committee to study financial modeling. Linhart's effort was 
motivated in part by the important role played by an econometric financial 
model introduced by Professor M. J. Gordon of the University of Rochester 
in the FCC investigation of the Bell System.1 In addition to Sinden and 
Zajac, Linhart invited, among others, J. H. Weber and G. R. Faulhaber to 
serve on his financial modeling committee. As a result, in March 1968, 
Faulhaber and E. E. Bailey (then a member of Faulhaber's supervisory 
group working on telephone traffic problems) also turned their attention 
to economics. This effort evolved in 1970 into the Economic Modeling 
Group under V. 0. Mowery. Subsequently, the group grew and formed 
two departments that were part of the Bell Labs Operations Research 
Center: Economics Research under Bailey and Economic Modeling and 
Financial Research under Faulhaber. Although located in two different 
centers in two different locations, Sinden and Zajac at the Murray Hill, 
New Jersey labs and Bailey and Faulhaber at the Holmdel, New Jersey 
labs, they maintained close contact, influenced each other's work, and 
frequently collaborated. [Fig. 12-1] 

From the outset, research in economics was patterned after research in 
other disciplines at Bell Labs: it stressed the development of fundamental 
understanding and methodology. Thus, on issues involving the Bell System 
and the nation, the researchers' hope was that the knowledge developed 
would help both industry and government policymakers. In this regard, 
publication of researi;:h by Bell Labs scientists in scholarly journals was 
especially important, not only to assure high-quality research and to dis­
seminate the findings, but also to benefit from exposure to viewpoints of 
scholars outside of the Bell System. 

1.2 Introduction of Study Seminars 

Although the goals of policy-directed economics research were obvious 
from the outset, how to achieve these goals was less clear. For example, 
there was the problem of obtaining a sufficiently strong nucleus of high­
caliber economists. Research economists who could do high-quality work 
would be best attracted by other high-quality research economists. But 
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Fig. 12-1. Bell Laboratories economists in the Holmdel and Murray Hill, New Jersey locations 
confer by video link. From left: F. W. Sinden, E. E. Zajac, and J. H. Rohlfs. On the monitor: 
G. R. Faulhaber and E. E. Bailey. 

how were the first such economists to be obtained? Second, although 
Bailey, Faulhaber, Sinden, and Zajac were experienced applied mathe­
maticians and engineers, and Bailey had her undergraduate degree in 
economics, none had a PhD in economics. 

Several measures were adopted to cope with these start-up problems. 
Sinden and Zajac organized a self-study seminar at Murray Hill. Typically, 
when a new book aroused interest, a seminar was set up to analyze the 
book-individual members taking turns lecturing on the book's contents. 
In such a manner, about ten mathematicians worked through a number 
of standard texts on micro- and macroeconomics in 1968 and 1969. In 
addition, both Faulhaber and Bailey obtained PhDs in economics at Prince­
ton under the Bell Labs Doctoral Support Plan. To supplement the group's 
self-education, established economists were invited to spend summers at 
Bell Labs. Finally, and most importantly, the Bell Labs group embarked 
on a program of learning by doing, i.e., by formulating and analyzing 
economic problems and publishing the results. 

1.3 Recruitment and Consolidation 

These educational efforts were paralleled by a vigorous recruiting pro­
gram. The growth of the staff was slow; only a few candidates met the 
high standards required, and these were typically the most sought after 
by leading universities. But by the end of 1975, in addition to the nucleus, 
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the recruiting effort had added seven members of staff at Murray Hill and 
five at Holmdel. 

At the end of the 1970s, two eminent economists joined the economic 
research staff: P. Fishburn, Research Professor of Management Science at 
Pennsylvania State University, an authority on voting, decision, and choice 
theory, and R. Radner, member of the National Academy of Sciences and 
former chairman of the Economics Department of the University of Cal­
ifornia at Berkeley, and an expert on the economics of information and 
internal organization. 

In 1978, roughly ten years after the formal beginning of economics 
research at Bell Laboratories, the Murray Hill and Holmdel economics 
groups were consolidated to form the Economics Research Center, with 
Zajac as its director. 

II. EFFECT OF RATE-OF-RETURN REGULATION ON 
RESOURCE ALLOCATION 

In a seminal paper published in 1962, H. Averch and L. L. Johnson of 
the Rand Corporation pointed out that rate-of-return regulation might 
cause a firm to allocate resources improperly. 2 The two researchers con­
structed a static, theoretical model in which a profit-maximizing, regulated 
firm was allowed a rate of return that exceeded the firm's cost of capital. 
Their model indicated that the firm would be driven to operate inefficiently 
with an overintensive use of capital. [Fig. 12-2] 

The issue raised by the Averch-Johnson model was important, and was 
analyzed by several Bell Labs economists. One of the earliest Bell Labs 
contributions in this area was Zajac's 1970 paper that appeared in the 
American Economic Review, which recast the model into a simple geometric 
framework that could be understood without the use of advanced math­
ematics.3 In 1970, Bailey and J. C. Malone published a study in the Bell 
Journal of Economics on the consequences of alternative objectives for the 
firm, such as maximizing output instead of profit.4 Later, both Bailey, in 
her PhD dissertation (published as a book in 1973), and Zajac extended 
the basic Averch-Johnson model to study the possibility of the firm's 
acquiring unproductive capital to increase its potential profits by increasing 
its rate base. (This type of activity was sometimes called wasting, padding 
the rate base, or gold plating.)5

•
6 Bailey and Zajac found that, within the 

framework of the basic, static Averch-Johnson model, unproductive use 
of capital could be profitable, but only under special circumstances-es­
sentially when the firm had exhausted all productive outlets for capital. 
Still further extensions of the model were developed by Bailey in her book. 

The assumptions of perfect information and a static world were obvious 
problems of the basic Averch-Johnson model. Bailey, R. D. Coleman/ and 
E. G. Davis8 formulated dynamic models to encompass regulatory lag. 
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MAXIMUM PROFIT 
POINT 

' ' CONSTRAINT 
PLANE 

Fig. 12-2. A geometric exposition of the Averch-Johnson Theory. 
The regulated firm's profit (1r) is assumed to depend on the amount 
of capital (K) and labor (L) it uses and can be depicted as a profit 
hill. Regulatiion imposes the constraint: ,r:<;; (f i)K, where f is 
the fair rate of return on capital (decided by the regulators) and 
i is the cost of capital (determined by the capital markets). Th,e 
firm must operate on the profit hill on or below the constraint 
plane (1r (l - i)). If f > i, the constraint plane is swung upward 
like a door hinged on the L axis. Clearly, the maximum profit point 
occurs at the point of maximum K along the intersection of the con­
straint plane and the profit hill (unless regulation is ineffective, i.e., 
f is so large that the constraint plane is above the top of the profit 
hill). It also can be shown by simple geometric arguments that 
at the level of output corresponding to the maximum profit point, 
the firm uses more capital and less labor than if it were minimizing 
cost, and thus supports the Averch-Johnson thesis: if regulators 
allow f > i, the firm will be driven to non-cost-minimizing behavior. 
[Zajac, Amer. Econ. Rev. 60 (1970): 119.] 

This work was further extended by V. S .. Bawa and D. S. Sibley, who 
allowed for rate-setting based on the firm's average cost in a previous test 
period and with the probability of rate review in one period dependent 
on the firm's profitabi1lity in previous periods. 9 In the Bawa-Sibley model, 
the firm tends to exercise cost minimization even if the allowed rate of 
return exceeds the cost of capital. 

III. THE THEORY OF MULTIPRODUCT NATURAL MONOPOLY 

While the term natural monopoly had been known and used by econ­
omists for a long time, a formal theory of natural monopoly was largely 
the work of Bell Laboratories economists in the early 1970s. The theory 
produced a number of surplising insights. 

Two papers in 1972, one by Zajac10 and the other by Faulhaber, 11 laid 
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the groundwork for the development of the theory. Both dealt with the 
problem of cross subsidization in the pricing structure of a multiproduct 
firm. Zajac showed that in the presence of cross elasticities of demand, 
cross subsidization is an elusive concept, and under some seemingly rea­
sonable definitions of the term, subsidy-free prices may fail to exist. Faul­
haber considered general cost functions and showed that game theory 
could be a useful tool for addressing cross subsidization. In particular, a 
cooperative-solution concept, referred to as the core, satisfied the intuitive 
notion of subsidy-free prices. Furthermore, Faulhaber pointed out that the 
phenomenon of no subsidy-free prices, illustrated by Zajac with a special, 
somewhat artificial example, appeared to be a general possibility, even 
when a natural monopoly could produce its output at less cost than two 
or more firms. The use of the core was further developed in Faulhaber's 
1975 paper.12 Also, the basic game theoretic approach was extended by 
W. W. Sharkey to include benefit as well as cost considerations. 13 

Soon after publication of the Faulhaber and Zajac papers in 1972, 
I. W. Sandberg studied the properties of multiproduct demand functions 
and subadditive cost structures and their use in the formulation of conditions 
under which a single, regulated, multiproduct firm could produce larger 
outputs of higher-quality products at lower prices than could a multifirm 
altemative. 14

,
15 This study was followed by the development by W. J. 

Baumol of Princeton and New York Universities, together with Bailey and 
R. D. Willig of Bell Labs, of the theory of sustainable prices for a multi· 
product natural monopoly. 16 Sustainable prices are those that satisfy a 
profit constraint and deter competitive entry. The most surprising result 
of the work of Baumol, Bailey, and Willig was that, under certain conditions, 
Ramsey prices satisfied the conditions for sustainability. (Ramsey prices 
are those that maximize consumer welfare while giving the firm's share­
holders a fair return on their investment.) The theory of sustainability was 
extended in the work of J. C. Panzar and Willig.17 

Panzar and Willig also contributed to the theory of natural monopoly 
by defining and showing the importance of economies of scope, which 
are economies of joint production. They also showed that the usual def­
inition of economies of scale could be usefully modified when considering 
questions involving natural monopoly. 

The work of Bell Labs economists in creating a modem theory of natural 
monopoly was later summarized in a book by Sharkey. 18 It led to the 
development by Baumol, Panzar, and Willig of the theory of contestable 
markets (an extension of the classical competitive model to incorporate 
increasing returns to scale ).19 

IV. REGULATORY PRICING THEORY 

In 1970, a paper by Baumol and D. F. Bradford directed the attention 
of regulatory economists to the pricing decisions of multiproduct regulated 
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firms subject to a budget constraint (revenue requirement). 20 Building on 
the 1927 work of F. Ramsey, they stated the now-famous, inverse elasticity 
rule: to maximize economic welfare, the percentage deviation of a product 
price above marginal cost should be inversely related to its elasticity of 
demand. 21 The fundaimentall research of Willig on consumers' surplus pro­
vided a methodology that made this approach intuitive and accessible, 
yet precise; i.e., it maximized economic welfare (surplus) subject to the 
constraint that the fi:rm retain financial viability.22 

The first type of multiproduct model analyzed at Bell Labs arose naturally 
from the fact that most utilities must serve periodically fluctuating demand 
with a given level of capacilty; i.e., utilities characteristically face a peak­
load problem. This model fits into the above framework when it is realized 
that day and night output can be viewed as different products. Bailey first 
combined the peak-load and Averch-Johnson models and demonstrated 
that only peak-period users benefit from regulation and thaLt a level of 
capacity greater than the welfare-maximizing level may result. Bailey and 
L. J. White (then of Princeton University) analyzed additional models that 
could result in the optimal peak-period price being lower than that in the 
off-peak period. Panzar and R. E. Dansby also developed additional insights 
into the theory of peak-load pricing by relaxing some of the fundamental 
assumptions employed in the traditional literature. Bell Labs peak-load­
pricing research was summarized by Bailey and E. B. Lindenberg in a 
paper published in 1976.23 

Still another approach to the welfare-pricing problem was J. H. Rohlfs' 
economy-wide or general equilibrium model, which had a constrained 
(regulated) sector and an unconstrained (competitive) sector. The result, 
published in 1976, was a generalized economic surplus inequality that 
signaled price changes that improved welfare. 24 An elementary summary 
of modem regulatory pricing theory, aimed at lawyers, engineers, and 
other noneconomists, was published by Zajac in 1978.25 

V. EMPIRICAL STUDIES OF COMMUNICATIONS SERVICES 
AND PRICING 

Good economic decisions require facts as well as theory, and the Eco­
nomics Research Group undertook a wide variety of empirical studies. 
The empirical work also aided in testing and strengthening economic the­
ories. In addition, it provided prototypes for larger-scale sltudies done 
outside of the Economics Research Center. 

5.1 Full Additional Cost Study 

One of the earliest empirical studies in economics at Bell Labs was an 
analysis of the cost of telephone service. In the late 1960s, a task force at 
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Bell Laboratories under Wilk, working with people in R. L. Breedlove's 
Management Science Section at AT&T, constructed a model of the Bell 
System toll services that related prices, demands for service, revenues, and 
costs. Known as the Full Additional Cost Model, it made it possible for 
planners to estimate both the incremental costs and revenues that would 
result from price changes in Message Toll Service (MTS) or Wide Area 
Telephone Service (WATS) and was used for simulation studies to provide 
insights for MTS and WATS rate schedule design. 

5.2 Demand for PICTUREPHONE"' Visual Telephone Service 

In the late 1960s, PICTUREPHONE visual telephone service (see Chapter 
3, section 2.2.2) was offered in Pittsburgh and Chicago, but customer 
response was disappointing. Rohlfs, an economist, and M. Wish, a psy­
chologist, collaborated to analyze this problem. They designed an interview 
study and supervised its administration to business executives in Chicago 
and to users of PICTUREPHONE visual telephone service within the Bell 
System. They then analyzed the responses from the perspectives of eco­
nomics and psychology. (See Chapter 11, section 3.4.) 

Their principal conclusion from the perspective of economics was that 
the weak sales of PICTUREPHONE visual telephone service were not 
caused solely by the start-up problem. Rohlfs and Wish suggested that 
the PICTUREPHONE visual telephone service might have expanded its 
sales under a different tariff structure: a low, fixed, monthly charge in 
conjunction with a high usage charge. Although the Rohlfs-Wish proposed 
tariff structure was not tried, the project led to Rohlfs' theory of the evolution 
of a communications service, when an individual subscriber's demand 
depends on who else subscribes.26 It also led to Wish's research on the 
factors that influence the way people communicate with each other and 
on procedures for measuring verbal and nonverbal aspects of communi­
cation.27 

5.3 Economically Efficient Pricing 

The first study to estimate economically efficient pricest was begun in 
1974 by Willig and Bailey and published in 1977. They analyzed interstate 
traffic and argued that increasing short-haul rates and decreasing long­
haul rates would improve economic efficiency.28 Another study was un­
dertaken by Rohlfs in late 1975. He concluded that economic efficiency 

• Registered service mark of AT&T. 

t Economic efficiency takes account of consumption as well as production. Briefly, an economy 
is economically efficient when goods and services are produced at minimum cost and respond 
to consumers' desires. 
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would be increased if local rates were substantially increas,ed and long­
distance rates were cut in half. Moreover, he argued that this restructuring 
of rates might be essential, given the competitive environment in tele­
communications. Rohlfs' completed study was submitted to Congress by 
AT&T in the fall of 1978 and was issued as a Bell Laboratories Discussion 
Paper in 1979.29 

5.4 Demographic Determinants of Local Residence Demand 

An important part of policy research is to determine the significance of 
a proposed policy change for some groups in the population. In 1972, this 
issue arose with respect to the possible initiation of more usage-sensitive 
rates for residential service, and was initially considered by Sinden and 
W. H. Williams. Subsequently, B. B. Brandon initiated a major empirical 
study of a sample of residential customers in Chicago. She was later helped 
by P. S. Brandon and a number of other economists and sltatisticians in 
an extensive analysis of the calling patterns of groups classified by de­
mographic variables, such as age of head of household and income. 30 

VI. FINANCIAL ECONOMICS RESEARCH 

Bell Labs research in the application of modem quantitative methods 
to corporate financial problems was triggered by testimony in 1967 by 
Gordon, who was first to use quantitative modeling techniques in FCC 
regulatory proceedings. One of the first efforts was Sinden's study of fi­
nancial flows, which grew directly out of his critical analysis of the Gordon 
model. The work took two main paths: computer simulation of the financial 
flows, including interactive graphic output, and characterization of the 
flows by a set of differential equations whose properties could be studied. 
Among other things, Sinden's work showed that regulatory decisions that 
appear to favor one-party often produce contrary effects in the future, so 
that the net effect i1n the present-worth sense is nearly neutral. In par·­
ticular, Linhart, J. L. Lebowitz, and Sinden showed such effects in connection 
with the choice between capitalizing and expensing of costs.31 

This early work by Sinden and others provided an incentive to study 
the nature and measurement of risk and the explicit analysis of risk-return 
tradeoffs in determining optimal financial decisions of individuals and 
corporations. Contributions to the theory of portfolio management, capital 
market equilibrium analysis, and pricing of financial assets were made 
possible by two early developments: the application of theoretical methods 
to the study of risk and re-tum in the financial markets and the study of 
the impact of estimation rilsk on these markets. 
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6.1 Development and Application of New Financial Theory 

Subsequent to Gordon's 1967 FCC docket testimony, attempts were 
made to introduce concepts of modern financial economics into regulatory 
proceedings to estimate the return on equity required by investors. At the 
same time, these concepts were being applied to the Bell System pension 
funds by those in AT&T responsible for its management, to the mea­
surement of portfolio performance, the evaluation of money managers, 
and the asset mix decisions, as well as to financial planning at AT&T 
Treasury, typified by W. M. Boyce's 1970 development of rules for the 
optimal timing of the issuance of bonds. 32 However, the development and 
application of these ideas were hindered by the dependence on two crucial 
assumptions of the new theory: (1) that the probability distribution of 
rates of return was normal, or Gaussian, and (2) that this probability 
distribution was known and agreed upon by participants in the capital 
market. In 1974, Bawa developed mathematical techniques to surmount 
these problems.33 

This research extended the concept of risk used heretofore in the financial 
literature. For a wide class of probability distributions, optimal choices 
could be characterized by the expected return and this new measure of 
risk. This led Bawa and Lindenberg34 to show that if all investors in the 
capital market chose portfolios on this basis, expected return on investment 
in the capital market is a linear function of the (appropriately specified) 
measure of risk. 

6.2 Estimation Risk 

The development of these ideas did not resolve the problem that the 
theory required the investors to know and agree on the probability dis­
tribution of asset returns. However, Bawa, S. J. Brown, and R. W. Klein 
were able to surmount this problem by further theory developed in their 
1979 book, Estimation Risk and Optimal Portfolio Choice.35 

This research in financial economics was applied to the design of practical 
and fruitful tools for Bell System financial operations. For example, in 
1975, Bawa and Lindenberg developed computer software for an asset 
allocation planning model for the Bell System pension fund. The model 
used principles of modern financial economics to simplify the problem of 
allocating periodic corporation pension fund contributions to alternative 
investment vehicles. Bawa and Brown also developed pension fund per­
formance measures using these principles and developed guidelines for 
the evaluation of money managers. K. Ramaswamy together with Pr'Ofessor 
R. Litzenberger of Stanford developed rate-of-return testimony based on 
the capital asset pricing model of modem financial economics. Ramaswamy 
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also developed trai1ning materials to familiarize required earnings staff at 
AT&T and lawyers with the model and concepts of financial theory. 

VII. OTHER ISSUES IN ECONOMIC THEORY 

The earliest research by Bell Labs economists was devoted to under­
standing the consequences of rate-of-return regulation, investigating ap­
propriate modes of public: utility pricing, and studying financial questions 
of importance to the Bell System. As economics research expanded, other 
questions of interest to the Bell System began to receive attention. In papers 
published in 1973 ,md 19'i'4, Sandberg considered a nonlinear input-output 
economic model and derived theorems that facilitated perturbation analyses 
of equilibria. 36 C. A. Futia studied the possible existence of equilibria in 
which supply does not necessarily equal demand in all of the economy's 
markets. 37 The woirk suggested possible explanations of long-term unem­
ployment. Finally, D. S. Sibley studied the effect of wage uncertainties on 
consumption. 38 

Other areas explored were the theoretical underpinnings of the much­
used consumer-smplus methodology (started by Willig in his PhD dis­
sertation of 1973, and further pursued by Zajac),39 the economics of in­
novation in a regulated industry (Bailey),40 and the effect on the demand 
for labor of a firm''s uncertain future profits (Sibley).41 

By the beginning of the 1980s the Economics Research Center at Bell 
Laboratories had evolved into a center for the study of diverse economics 
problems of interest to the Bell System. 
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