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1. Introduction

Unlike some of the recent discoveries in the more ‘glamorous
areas of electronics, filter and network design techniques
underwent a steady but quite unspectacular development and
improvement in the past years.  Since these networks still
represent a large percentage of the expense of the physical
plant, these improvements can mean quite a considerable
savings, 1f one knows about them and uses them.

It is the object of this memorandum to acquaint the reader

with the present status of our network design techniques,
including available computer programs and some simple rules
for deciding whether a set of requirements is realistic or
not. We would like to encourage the reader to try his

(or her) hand at the design of networks, use the large
number of programs available and see how easy and how much
fun it can be. We do not however, pretend to give all the
answers, and in any doubtful case a consultation with your
friendly neighborhood network designer is in order.

2. Filters
2.1 Classification and Design Methods
By far the most often used network type is the filter. TIts

function is to select and pass a band or bands of frequencies
and suppress others. '

According to the location of the band(s) -of frequencies to
be passed we classify filters into the following categories:

1. Low-pass filters
2. High-pass filters

3. Bandpass filters




L, Band elimination filters
5. Other (more complicated) filters

According to the types of components used, we can talk
about: .

1. LC filters, that use conventional inductors
and capacitors only;

2. Crystal (and mechanical) filters, that also use
plezoelectric or other mechanical resonant
structures as components;

3. Active RC filters, that use linear amplifiers,
but no inductors.

This last-mentioned type. is only now reaching maturity and
will not be considered here any further.

As far as structural distinctions are concerned, most filters
are built in ladder form, but this is by no means the only
possible configuration although it is certainly the most
desirable one. Ladder networks are preferred because they
are the least sensitive to component variations. Other
configurations, used mainly in crystal filters, are the
tandem connection of ladder and lattice sections or their
equivalents.

Turning to the design methods, there are two general methods
of filter design:

1. Image-parameter method

2. Insertion-loss design technique
Both methods have their advantages and disadvantages.
The imageéparameter design method has been in use for about
half a century, the expressions are simple and slilde rule
accuracy is usually adequate. Most electronics and electri-

cal engineering handbooks contain a brief summary of this
method. (See, for instance, [501]).

The dlsadVantage of this method is that it is approximate
. and does not supply the most efficient design. Recent
“developments in this theory permit one to come very close
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to the theoretical optimum (minimum number of components),
but only at the cost of greatly increased complexity in
computations. Paradoxically, the older, simpler expressions
have been programmed for digital computers but the more
recent, very much more complicated expressions have not.
Furthermore, - there is no single reference that contalns the
up-to-date description of the technique. The main reason -
4is that the second, exact method is slowly but surely
replacing the image-parameter method in filter design.

The insertion-loss theory is an exact design method if the
components to be used are assumed to be ideal (some nonideal
characteristics, like homogeneous dissipation or lumped
parasitic capacitances, can sometimes be taken into account)
The major disadvantage of the method is that computations
are quite involved and can usually be performed only on a
digital computer. Tables have been prepared of some restricted
classes of low-pass filters, that can also be extended to
high-pass, band-elimination, and an even more restricted
version of bandpass filter types. For the general cases,

a library of computer programs is available. We will
consider these with some of the available tables after we
have described the specification of filters.

2.2 Specification of Filters

We will only be concerned here with the electrical specification
of filters, leaving out all the mechanical and even some of

the semielectrical considerations like temperature and humid-
ity effects, shielding, etc. '

A filter is generally specified by its loss- (or amplitude),
phase- (or delay), and return loss characteristics in the
frequency domain, and very seldom by 1its step- or impulse-
response in the time domain.

The first thing to decide is whether a glven set of require-
ments is theoretically compatible and practically realizable.
Theoretical incompatibility can most often occur in a com-
bination of frequency- and time-domain specification where
they may be mutually exclusive. 1In other cases one require-
ment, typically the pass band return loss, may override
another, in this case the pass band loss specification.

These too are related to each other and usuallj the required
return loss implies a theoretical pass band loss ripple
that is an order of magnitude smaller than the values
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practically possible. For instance a modest 20 dB minimum
return loss requires a theoretical pass band ripple of less
than 0.043 dB that will be swamped out by dissipative and
other parasitic effects. e

‘The facts of practical life impose further limits on the
realizability -of a given specification. While the theore-
tical design can cope with any set of (compatible) require-
ments, the practical filter as built in the laboratory or
factory, will differ from the ideal in several respects.

1. Dissipation and parasitic effects will change
the performance from the ideal, although they
can be partially compensated for.

2. The component values will not agree with the
theoretical values because most of the time the
nearest preferred value is selected and that can
also vary within its tolerance range.

3. Temperature, humidity, aging effects and sometimes
the signal level transmitted through the network
will change the values of the components.

Going back to the actual specification, the most important,
of course, is the loss versus frequency characteristic, of

which a typical example is shown in Figure 1 for a low-pass
filter. o

a MIN 2
Q MIN 1

a MAX 2 Qp

0

Figure 1




The pass band extends from zero to fl where the loss should
be within a, and a, +Azg, with the further restriction

. max ,
a, < a .. that 1limits the flat loss to &, ax 10 the pass band.

The stdp band requirements are self-explanatory.

If the phase characteristic is specified, it is usually
required to be linear to within Awmax or the delay is to

be constant to within a certain AT .
max

The return 1oss can be specified as a minimum required value
in the pass band at either or both ends of the network,

against the constant resistive terminations Rl and R2.

In case of a time domain specification, the most common

requirement is for the step- or impulse-response to have
a ripple of limited magnitude, excluding of course, the

main pulse or step. '

As a rule of thumb, the practical lower limit of the pass
band ripple Aamax is of the order of 0.1 dB and this will

require additional equalization to achieve in most cases.
The theoretical design value is usually selected to be

lower 'by a factor of 2 to 3 even if the return loss require-
ment does not necessitate it, to leave some of it for the
dissipative effects. Return loss values of up to about

40 dB are reasonable. '

The other criticai parameter is the steepness of the cutoff:

f, - f

The narrowest achievable transition width depends on the
components to be used, particularly on the inductor QL'

One must have
by > 1

and preferably greater than 10.
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For high-pass filters the specification and rules are similar.
For bandpass filters, there is one more parameter. A typical
bandpass loss requirement is shown in Figure 2.
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Figure 2

In this filter type, one critical parameter is the fractional
bandwidths:

fo - 1
2 71

The other parameter 1is related to the steepness of the

cutoff and for medium and narrow bandwidths can be expressed
simply as: ‘

fsz"fl

S
5 = -1
T Iy -1

Again our rule of thumb requires both

A ARG SRR s S G
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D >

opQ, > 1 .

and preferably both greater than 10. In any case, the fractional
bandwidth should be greater than about 0.05 if conventional
components are to be used. Crystal filters can realilze
bandwidths up to about &.= 0.05 and there is very little

overlap between the two types.

R T O b s S R

For very wide bands the two cutoff regions can be considered
separately as if the filter would be a combination of a
low-pass and a high-pass filter as indeed it may be.

Stop band losses raﬁge anywhere from 10 dB to 100 dB, above
which it becomes very difficult to measure losses with any
reliability.

_In most cases, one cannot obtain the required passband
flatness with available. inductor Q values. One solution
is to use predistortion, but this will make the filter more
sensitive ‘to element value variation and completely upsets
the return loss properties of the filter.* Furthermore it
can only compensate for a certain amount of dissipation
that depends on the complexity of the filter.

R EHER

The other solution is a separate attenuation equalizer,
that will be covered in the next chapter.

If phase or delay requirements are also specified, the only
solution presently avallable is to design a network disre-
™ garding the phase completely, calculate 1ts phase (or delay)
‘%3 and equalize it by the use of specilal delay equalizer sections.
The design of such delay equalizers will also be covered in
the next chapter. :

Very little is available on meeting mixed specification in
the frequency- and time-domains. A few tabulated results
are at hand for special cases, to be mentioned later.

“ 5 2,3 Available Tables and Computer Programs

Predistortion works by introducing loss in areas where the

. : dissipation had little effect, to flatten out the character-
g istic. This loss is produced by reflection as the only
mechanism available and therefore results in large mismatch
and consequently low return loss values.




2.31 Nomenclature

In order to enable the reader to use the available filter

i ' tables and programs we have to explain a few notations and
names.- '

There are two -types of loss behavior in the filter passband
commonly in use:

l. Maximally-flat¥

2. Edqual ripple
In the stop band, there are three possible types of behavior:
1. Monotonic (no finite-frequency attenuation peaks)
2. Equal minima (all'loss minima are equal)
3. General (other than 1 or 2).

Considering now low-pass filters asrthe only kind tabulated,
the following combinations have special names:

1. Butterworth filter: maximally flat passband
and monotonic stop band.

2. Chebyshev filter: equal ripple passband and
monotonic, stop band.

3. Inverted Chebyshev filter: maximally flat
passband and equal minima stop band.

4. Elliptic (or Cauer parameter) filter: equal
ripple passband and equal minima stop band.

5. General "reference" type filter: equal ripple
passband, general stop band.

The last combination of maximally flat passband and general
stop band has no name and is seldom used. Note also, that

there is no case of general loss in the passband. This is

a major drawback and will be discussed later on.

Another possible passband behavior is that of maximally
{ - flat delay. This leads us to the further types of '

6. Bessel filter: maximally flat delay, monotonic
stop band loss. _ .

The first n-1 derivatives of the loss ag a function of w2

are zero for an nth degree filter at zero frequency.
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7. Special Bessel filter:

'maximally flat delay,

equal minima-type stop band loss.

Characteristics of these filter types.are illustrated in

Figure 3.

LOSS 4 LOSS 4
0 fo Tt 0 fo K
(1) BUTTERWORTH (2) CHEBYSHEV
LOSS 4 . Loss & \/ \/
1 P L P
0 fo fq f 0 fo f1 f
(3) INVERTED CHEBYSHEV (4) ELLIPTIC (CAUER)
LOSS & ' LOSS 4
WV, \\\_‘/// AND
DELAY
LOSS
. DELAY
0 fo f 0 i

(5) GENERAL (“REFERENCE")

LOSS 4

(6) BESSEL -

LOSS

DELAY

(7) SPECIAL BESSEL
Figure 3
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2.32 Tables

In what follows, we list tables of filter element values

of some of the above types. The numbers refer to the
corresponding items 1in the list of references. This lilst

of avallable tables is fairly complete necessarlly with some
overlap. The only exception is Weinberg, who has published
innumerable tables in equally innumerable articles, that are
not included in our 1list, because all these tables are also
repeated in [1].

Butterworth filters are tabulated in:

[1], [2], [5], [10], [12] and [16]
Chebyshev filters are avallable in:

[11, [2], [5], (6], [7], [10], [12] and [16]
Inverted Chebyshev filters can be found iﬁ:

[8] and [10]

- Elliptic filters have extensive tabulatlons in:

(2], -131, [4], [9], [10], [13], [14] and [15]"

General "reference" type filters cannot be tabulated because

“of the many variable parameters they can have.

Bessel filter tables are available in:
_ (1], [21, [5], and finally
Special Bessel filters are tabulated in:
[111,

incidentally, [5] is the most complete reference available
dealing with microwave filters; that 1is a very specialized
area and is not considered further in this memorandum.

Attempting to evaluate the relative merits of the listed
references, one would consider [3], [1], [4] and [6] the
most useful, with [7], [8], .[9], [10] and [11] supplying
further tables not available in the first grou

. I
specifically caution against items [2] and [16% on this
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list. While they seem to cater for the occasional filter
designers, these books contain errors and misleading statements.

Hlgh-pass, bandpass, and band-elimination filters can be
obtained from the low-pass type by transformation. This

is explained clearly in most of the references, and the
resulting filter is as general as the original low-pass
type except in the bandpass case. Naturally the Bessel

and special Bessel filters will not retain their constant
delay characteristics through these transformations, except
approximately in the narrow bandwidth bandpass case.

As pointed out above, bandpass filters obtained from 1ow-
pass types through transformation represent a limited sub~
class of the most general bandpass filters and they do not
represent efficient designs at that. An extremely limited
attempt has been made in [2] to tabulate more general
bandpass filters, but the task is a completely hopeless
one, due to the large number of parameters needed to
specify a filter,

It is therefore all the more imperative that computer
programs be available to design bandpass, as well as other
filter types. : .

2.33 Computer Programs

Mos% og the available filter synthesis programs are described
in [21]. :

The theory of the low- and high-pass filter synthesis program
- 1s given in [17], the operating instructions and interpreta-
tion are described in [18].

This program can design Butterworth, Chebyshev, Inverted
Chebyshev and Elliptic parameter filters directly. It can
also design general "reference" type, as well as the last
combination (maximally flat passband and general stop band)
type filters, but for these types one has to determine from
the requirements the number and location of attenuation
poles needed, before the program can be used.

This preliminary step can be done either long hand, or by
the use of another computer program [20] in the case of
the "reference" type filter (i.e., equal ripple passband).

For the maximally flat passband case one can consult [24]
or use guess work or trial-and-error methods in conjunction

with the synthesis program.
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Incidentally, since the program is so easy to use and since

the computing is so fast, trial-and-error methods can be

used generally for nearly all filter kinds except the most /
critical,

Briefly the available options of the program are as follows:
Filter type: low pass or high pass or both
Degree: up to 40

Passband: equal ripple or‘maXimally flat

Stop Band: monotonlic, equal minima or arbitrary
" (with specified peak positions)

Terminations: arbitrary at both ends

Predistortion for homogenecus dissipations: available

Configuration: Ladder, specified by computer or
designer

The input data needed to specify the filter vary somewhat
depending on the requirements. :

The passband is specified by its end and the passband ripple
amplitude (or the loss at the end of the passband if maximally
flat response is required). The stop band is specified by

the attenuation peaks, or the beginning of the stop band and
the minimum required loss if the requirement is of the.equal
minima type. This is followed by the terminations, and
finally the element Q if predistortion 1s required.

The computer output will contain, in addition to the
configuration and element values, the results of a check
computation that will list the loss, phase, input impedance,
input admittance, return loss and (optionally) delay versus
frequency, any of which can also be plotted on microfilm.

The bandpass synthesis program 1s quite similar with nearly
identical options: '

Degree: up to about 40

{ Passband: equal ripple or maximally flat

Stop band: monotonic or arbitrary (with specified
' peak positions)
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Terminations: arbitrary at both ends
Predistortion for homogeneous dissipation: availablé

Configuration: Ladder, specified by computer or
designer

The computer input is also similar to the input of the low-
pass program. One first specifies the passband edge fre-
gquencies and the passband loss ripple, or the loss at the
edges 1f the loss is of the maximally flat type. The stop
band is specified by the attenuation peak locations. This
is followed by the terminations, and the Q if one would
like to have predistortion. Finally, we can specify our
configuration in a simple code or let the computer pick one
for us. The configuration supplied by the computer will
have the minimum number of inductors possible.

Again the output will contain the results of a mesh computation,
and any of the listed characteristics can also be plotted.

Concerning the theory of the bandpass filter synthesis program,
it is avallable in [22], but [15] also contains a good
introduction (see also [21]). Unfortunately there has been

no detailed usert!s manual written yet, only some informal
notes. : »

In the case of general stop band and equal ripple passband
performance one has to determine the number and location of
attenuation peaks needed. This can be done long hand (see
Appendix I of [22]), and a computer program for this step
is also under development and expected to be available
shortly.

For maximally flat passband and arbitrary stop band, one
may consult [24] again or use trial-and-error methods.

Bandpass filters have the unique property of belng able
to provide impedance transformation without transformers.
This can be used not only to provide us a wide range of
values for the terminations but also to change internal
elements to more convenient values. A program is now
available [49] to perform this type of transformation on
the computer.

Finally still another computer program 1s under development,
this one for the design of Bessel, special Bessel and other
related low-pass filter types (for instance, equal ripple-type




- 14 -

delay behavior will also be available). For the theory,
see [19], while a user's manual will be issued shortly
after the program becomes operational.

2.4 Other Filter Types
2.41 Crystal Filters

The design of crystal filters represents a rather specialized
field within network theory mainly because of the constraints
the equivalent circuit of a crystal puts on the filter element
values and thereby on the characteristics. Most crystal
filters are still being designed on an image-parameter basis,
principally because this constraint appears explicitly in

this method, although the insertion-loss method seems to

have gained considerably in recent years.

The best reference available within the Bell Laboratories

is [25], and all the expressions in this bock have been
programmed [27]. Item [26] on our list is a fairly up-to-date
review article on the subject and contains a 1arge number of
references for further study. .

2.42 PFilters with More than One Passband

We have covered the design of low-pass, high-pass and bandpass

filters, all of which have only one passband. Band-elimination’

filters and other multiple bandpass filters still represent
considerable challenge to the designers. .

One can, of course, derive band-elimination filters from
low-pass filters by transformation and this is explained

in nearly all references. In fact, this method is recommended
for general use even if it does not produce ‘the most general
and economical solution.

For a taste of the complexities involved in multlple bandpass
filter design and some solutions, see [28].

2,43 Directional Filters

In a number of cases an 1ncom1ng band of frequencies must be
separated into two or more outputs (Figure 4), where the
individual outputs cover separate (nonoverlapping) frequency
bands.




OUTPUT NO, 1

INPUT OUTPUT NO. 2
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Figure 4

. One can use the computer-generated filters described above,

for this purpose and the details are described in [23].
2.4} TFilters with Shaped Passbands

With the exception of the Bessel and special Bessel filters,
all other filters we have treated, are designed to have a
flat (constant loss) passband. ’

In a number of applications one wants a filter with a passband
of prescribed (nonconstant) shape. There are, in general,
two approaches to this problem. '

The first, conceptually simpler, approach is to design a
filter with a proper stop band behavior and flat passband,
and add to this equalizers (see next chapter) to provide
the proper shaping. While this approach will always work,
it does not usually lead to the most economlcal design.

The second approach is to use a more sophisticated iterative
scheme. One subclass of this approach is to approximate

the required characteristic by a transfer -(rational) function
and then synthesize the function (realize it by a network).
The other subclass is to obtain a network with element values
and let the iterative program work on these -element values
until the performance approaches the requirement closely
enough. ' '
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Both of these solutions have advantages andg disadvantages,
the main disadvantage is that there is no guarantee of
convergence in either case. Convergence depends very much
on the initial starting point, and the selection of the
proper starting point is a matter of art (or luck), rather
than science. '

We have now several computer programs to perform such iterative
approximations and they will be described in Chapter 3 in
more detail. '

2.5 Filters with Mixed Specifications

Some limited attempts have been made to design filters for
simultaneous frequency- and time-domain specifications in
[29] through [33]. A1l of these consider low-pass filters
with uniform stop band requirement and uniform or uniformly
tapered limit on ripples of the response of the network to
impulse-, step- or square-pulse excitation. Items [29],
[30], [32] and [33] contain limited tables of element values
for selected parameter values. A few additional papers
exist that tabulate natural modes but do not go as far as
the network realization. :

- Basically the iterative approximation programs mentioned
in the previous section, are capable of simultaneous approx-

imation irn the frequency- and time-domains, but this feature
has not been tried out extensively.

3., Equalizers

In general, there are two types of equalizers, loss and

phase (delay) equalizers. If both loss.and delay equal-
izations are required, the loss equalization must be
performed first, followed by the delay equalization. .This

is because loss equalizers have phase distortion of their

own, while theoretically, delay equalizers have no loss.

In practice, dissipation will cause delay equalizers to

have some frequency dependent attenuation and thils may’
necessitate an iterative approach to the overall equalization.

3.1 Losé Equalizers

3.11 Fixed Loss FEqualizers

The overwhelming‘majority of loss equalizers consists of
~sections of the type shown in Figure 5. '




Figure 5

ir Z1 and Zg.are the inverses of each other, that is if

then this is what is called a "constant resistance™ network.
This means that if it is fterminated by R at one terminal

pair, the input 1mpedance at the other is 1dentlcally equal
to R too.

The obvious advantage of this property is that any number

of sections of this type (as well as one other, nonconstant
impedance unit) can be connected in tandem without interaction.
The overall loss will simply be the sum of the losses of the
individual sections.

The loss of a single section can be easily obtained as:

z1 2
a [aB] = 10 log ;[ 1 + &= |
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Evaluation of this expression for an existing equalizer is
therefore fairly simple, but the design is usually of the
trial-and-error type based on previous experience.

A few simple impedance forms and the associated loss behavior
are shown in Table 1. Naturally, more complicated shapes

can be obtained by more complicated impedances, or connecting
several sections in tandem or both. :

As an example, consider the equalization of a low-pass filter.
Figure 6 shows the ideal characteristics (curve 1) and the
dissipative computed loss (curve 2). The needed equalizer

is clearly the type shown in the third row of Table 1, that
can, for instance, have the loss shape indicated by the

curve 3 in Figure 6. Curve 4 shows the overall loss (sum

. of curves 2 and 3) that may be quite satisfactory.

. Figure 6
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Properties of Simple Loss Equalizers
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More accurate equalization, or the equalization of more
complicated shapes may not be so simple, however, and a
large amount of design aids are available in the form of
graphs and tables. Item [34] on our 1list of references
contains a choice selection of such design aids with further
details on how to calculate the element values once a proper
shape is selected. It contains, furthermore, a large biblio-
graphy for those who want to learn more about this subject.

Iterative computer programs can be used to help design
equalizers (see section 3.4), but this is only a partial
help. The designer still has to select his configuration
(and initial parameter values), and the computer will only
optimize the parameter values but leave the configuration
unchanged. We therefore, must make certain that the selected
configuration is capable of producing the right loss shape
and this step will still need a certain amount of experience.

Considering practical realizations, we have the following
‘rules of thumb again. :

Equalization to an accuracy of #0.1 dB is usually feasible,
wilth an accuracy of about #0.02 dB being the ultimate limit.
Beyond that one cannot guarantee reproducibility of the
shapes accurately enough.

At the other end of the scale shapes of 60 dB range or more
have been equalized, but naturally with considerably less
accuracy.

3.12 Adjustable (Variable) Loss Equalizers

Sometimes the loss to be equalized is not known or subject
to varlation, and a variable loss equalizer is required
that is readjusted either manually (periodically) or auto-
matically (through a control loop). The adjustable element
should preferably be a resistor that can be varied manually
or thermally (in a control loop).

The basic structure of this type is described in [44] and
further references can be found in [34].

3.2 Delay Equalizers
Again we are looking for. a constant impedance structure

to enable us to connect it in tandem with other units
without interaction.
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The basic delay unit of this type is shown in Figure 7 in
two versions.

Figure 7

It can be shown, that the most general constant resistance
network, that has a frequency independent loss (all-pass),
can be built up of sections of the type shown, in tandem.
This eliminates the problem of configuration and the only
decision the designer is faced with is the number of sections
needed to do a particular job. - '

A large amount of graphical and tabulated materials is
available [35], but the problem i1s much simpler than the

loss equalizer problem, since these sections have only two
parameters and, using one for normalization, we only have

to consider a single parameter set of curves. The two
parameters are fc, the frequency where the phase 1is 180 degrees

and a steepness parameter, usually denoted as b. The general
shape of this set of phase (delay) curves 1s shown 1In Figure 8
(Figure 9). : o
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The iterative program (section 3.4) can also be used to
design delay equalizers. The only difference is that while
in the loss equalizer case the program works directly on the
element values, in the delay equalization case 1t uses the
fc and b parameters. This means that after the program has

come up with a solution to the equalization problem, we still
have to caleulate the element values of the equalizer. However,
the expressions are very simple and a computer program is also
available [42].

One final remark is in order. In most cases, we design for
constant delay even if 1linear phase is requested. Naturally
in the limiting case the two are identical except for the
phase intercept point, which 1s usually immaterial. The
reason for considering the delay 1s that 1t represents a
more severe requirement in most cases.

The practical limits on phase or delay equalilzation are as
follows.

The phase can usually be made lilnear to withih +5 degrees
with relative ease. The practical limit on phase linearity
is about #1 degree. : '

Concerning delay distortion, a 5 to 1 reduction in the
distortion of a filter is a feaslble project, beyond that
equalization can become very expensive.

Adjustable delay equalizers are not treated separately, since
the only type available is where fixed delay sections are
switched in or out.

3.3 Time-domain (Transversal) Equalizers

Direct equalization in the time domain is possible with the
transversal equalizer. This conslists of a delay line with
taps and the signal is formed as a weighted sum of the
signals on the taps. The results are very clear, simple
and easily visualized for the impulse (or pulse) response
and thils is why the technique 1s used mostly 1n pulse
transmission systems.

The idea is clearly described in [45] while [46] contains
a review of the use of thils technlque to automatic equallzatlon.

3.4 Iterative Approximation Programs

The iterative approx1matlon programs were origlnally
developed for delay equalizer deslgn but are now used
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extensively in all sorts of situations. We have substantial
experience with SUPROX [36], [38] and SIMPLEX [39]; two others,
developed recently, are. deseribed in [40]) and [41].

Considering the first two programs, the following features
and options -are available.

The parameter to be approximated can be loss, phase, delay
or time response or any combination of these, although we
do not have experience in approximating combinations of
parameters simultaneously. Other parameters can be accom-
modated with a minimum of programming effort.

The specification is fed in as a table of required parameter
values versus frequency (or time). The required parameter
can have either a single value or upper and lower limits.
Weighting, which gives more importance to matching some
parameters or some regions, can also be specified if desired.

The trial network is specified next by a topological descrip-
tion that is fixed, and element values that are individually
specified as fixed or variable. Limits can also be put on the
variable element values. -

As mentioned above, delay equalizers are specified by two
parameters per section and the number of sections, instead
of configuration and element values.

The. error the program attempts to minimize is the weighted
sum of the squared errors at the individual frequencies.
SIMPLEX can also minimize the weighted maximum absolute
error (Chebyshev criterion).

Further details of the programs éan be obtained from the
references. Here we would like to consider our experience
with these programs. : :

Loss or delay equalizers are designed daily by the programs
and the convergence is usually fast and uneventful. Trouble
arises only if the initial values are orders of magnitude
wrong. :

In the design of shaped filters, we have experienced
considerably more difficulty. In several cases the program
has not been able to converge to anything acceptable. One
can play with initial parameter values, weighting and stra-
tegies to try to obtain something satisfactory, but there
is no single solution to this problem.
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. I feel that the major difficulty is the fact that the program
is not able to modify the configuration. One could, of course,
overcome this difficulty by approximating through the transfer
function of a network but this has the disadvantage that
dissipative and parasitic effects cannot be taken into account;
and the convergence properties of this approach may or may

not be any better.

We have found that if SUPROX does not converge, SIMPLEX is

able to, at least, start. Alternate uses of these two ’
programs can sometimes give excellent results.

Insufficient experience prevents us from evaluabting the
effectiveness of these programs in time-domain approximations.

i, - Other Networks

There are a large number of other network types that one is
occasionally required to design, and here we intend to.
mention a few.

.1 Phase-splitting Networks

These are networks of the all-pass type with one input and
several outputs, the different outputs having a constant
phase difference between each other. »

The theory and design technique of such networks are well
known [47], and they can be realized by LC or RC networks.
The SUPROX program mentioned above, can also be used fo
the design of phase-splitting networks. .

4.2 Impedance Matching Networks

Two resistive impedances can be matched by a bandpass filter
in any band of frequencies not containing zero and infinite
frequencies. Matching can also be done by a network that
allows direct current to pass [48]. ' -

Matching other than resistive impedances 1s a rather difficult
Job.

4.3 Delay Lines
Lumped—element’all—pass type delay lines are useful, among

other things, for transversal equalizers. These can be
designed as follows. ’

29
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The computer program mentioned at the end of section 2.33
can design low-pass filters with maximally flat or equal
ripple delay. The output contains, among other data, the
natural modes (transfer function poles). .

We put zeros in the right half of the complex frequency
plane into positions that are reflections of these poles

with respect to the imaginary axis (see Figure 10).

AjW
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Figure'lo

The resulting pole-zero configuration 1s that of an all-pass
network that has exactly twice the delay of the original
low~pass filter. Poles for maximally-flat delay (Bessel)
are tabulated in [1], while the equal-ripple type solution
is tabulated in [51]. _

A pole-zero quadruplet at p; = + o4 + jwi can be converted

into the corresponding fc and b values through the following
expressions: ' ’

w . .
1 1 1

. = . = w
ol 2ch o] +
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The progrém-described in [42] can again be used to.obtain.
the element values.

5. Conclusion

In this memorandum we have treated the more recent developments
- in the design of passive networks, including available tabulated
data and computer programs.

The references listed should enable the reader to make use of
these programs and tabulated results and to design his own
filters and other networks.

By their nature, tables and computer programs have been
developed to satisfy frequent needs, hence they are adequate
for routine designs, although the iterative computer programs
have been developed in a form that can take unusual requests

- as well.

For specigl designs, including the active RC rcalization,
the reader is advised to turn for help to the groups
specializing in the particular design techniques.

G. Szhdniead
HO-4734-GS-1IC G. SZENTIRMAI
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